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Abstract

In this thesis, we report the realization of the world’s first cold atom based pressure stan-

dard for the high- and ultra-high vacuum (UHV) regimes, < 10−6 Pa (1 Pa=1N/m2).

This standard is a fundamentally new approach to vacuum metrology as it is based on a

universal law governing quantum diffractive collisions between particles. We show that

a measurement of trap loss rate versus trap depth provides the velocity averaged total

collision cross-section, 〈σtotv〉, - the only parameter required to quantify the pressure

of background particles given a measurement of the collision rate with a sensor atom.

This new quantum measurement standard is fully empirical, based on unchanging and

fundamental atomic constants, and does not rely on computations of total collision

cross-sections based on theoretical interaction potentials. We demonstrate, using a sen-

sor ensemble of 87Rb atoms, that this new quantum pressure standard can be applied

to gases of both atomic species (He, Ar, and Xe) and molecular species (N2, CO2, and

H2), surpassing the scope of existing orifice flow pressure standards. The accuracy of

this new standard was also verified by comparing it with an N2 calibrated ionization

gauge traced back to an orifice flow standard. They agree within 0.5%. A complete

uncertainty analysis of this cold atom pressure standard is provided here. Moreover,

using this standard, we are able to observe and quantify the performance limits of two

industry-standard ionization gauges. Using this universal law, we can precisely mea-

sure the total collision cross-section 〈σtotv〉 for the collision system of interest. As an

example, we show a precision measurement of 〈σtotv〉 for collisions between Rb and Ar.

The experimentally determined value of 〈σtotv〉 agrees with the theoretical computation

result within 1.0 %. Next, we demonstrate the use of a magneto-optical trap (MOT) as

a transfer pressure standard to extend the operational range of the cold atom pressure

standard by a factor of 100, from P < 10−7 Pa to include pressures up to P < 10−5 Pa.

Finally, a proposal for using a MOT as a primary pressure standard is presented.
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Lay Summary

“Imagine measuring a meter with a ruler that has a scale varying from time to time”

— Dr. James L. Booth

Unfortunately, this is the current situation in the everyday use of pressure gauges to

measure the pressures in the high vacuum (10−1 to 10−6 Pa) and ultra-high vacuum

(10−6 to 10−10 Pa). This is because existing pressure gauges are subject to uncontrolled

calibration drift due to environmental changes, including heat, vibration, gas contami-

nation, and radiation. Luckily, nature provides us with an accurate ’ruler’ that does not

suffer from calibration changes – atoms. We can make the ‘ruler’ even more accurate by

cooling the atoms down to near absolute zero. This thesis introduces the ways of using

cold atoms as a pressure sensor and shows how we realized the world’s first HV/UHV

primary cold atom pressure standard (CAPS).
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Chapter 1

Introduction

1.1 Background

1.1.1 Pressure Standards

Detection and measurement of pressures have been of great importance to civilization,

beginning with the invention of the barometer (manometer) by Torricelli circa in 1643,

which also provided the first measurement of pressure [15]. Traditionally, pressure is

defined as force, F , per unit area A,

P =
F

A
, (1.1)

where the SI unit of pressure is the pascal (1 Pa=1N/m2). In the area of structural en-

gineering, where force is the primary concern, this is a good definition of pressure. One

of the most accurate primary pressure standards is the piston gauge which measures

the pressure by comparing the force generated by the test pressure with the weight of

a calibrated mass object applied on a known area, A0, Ptest = mg/A0. The operating

range of the piston gauge is from a few hundred megapascals (MPa) down to hundreds

of pascals [16, 17]. With the help of mercury-based U-tube manometers [18], this cali-

bration can be extended to lower pressures below 1 Pa. When using the mercury-based

U-tube manometer, a test pressure, Ptest is applied on one side of the U-tube, while

the other side is evacuated to a pressure, P0 � Ptest. Therefore the test pressure is

determined by the difference ∆h of the mercury columns in the two tubes with respect

to a horizontal plane, Ptest = ρg∆h, where ρ is the mass density of the Mercury. This

method has been incrementally refined and improved for centuries, and it can measure

pressures down to 1.0 Pa with an uncertainty on the level of a few parts in 106 [19].

As the pressure goes even lower to the high vacuum (HV) regime (10−1 to 10−6 Pa),

the static expansion vacuum standard [20] can be used to create a known pressure of
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certain gas species. In the static expansion standard, a gas is introduced at pressure

P1 to a chamber with a known volume, V1. The pressure P1 is high enough to be

accurately measured with a gauge calibrated by a mercury manometer. The gas is then

expanded into a total volume of V = V1 + V2, so that P1V1 = P2(V1 + V2) where P2 is

the pressure after expansion. Given that V1, V2, and P1 are known accurately, then P2

can be determined. A pressure gauge such as the spinning-rotary gauge (SRG) can be

connected to the total volume so that it can be calibrated.

Figure 1.1: A schematic of the orifice flow vacuum standard. Two chambers are sepa-
rated by an orifice of known conductance C. The flow rate is Q = C(P1−P2), which is
the same as the flow rate input to the upper chamber. Given the equal flow rate, the
pressure in the upper chamber is stable at P1 (outgassing is negligible). Two gauges are
connected to the upper chamber. Gauge A (Ga) is calibrated on another higher pres-
sure range standard. Gauge B (Gb) is the gauge that is to be calibrated by the orifice
flow standard. The flow rate Q is measured with a flowmeter. The ratio, r = P1/P2,
is determined by sending a large enough flow through the system so that gauge a can
measure P1. Then, the flow is reduced so that the upper pressure is brought down to a
pressure P1 at which one wishes to calibrate gauge b. The ratio r is constant within the
molecular flow regime so that the pressure P1 in the upper chamber can be determined
using P1 = Q

C(1−r) , thus gauge b is calibrated.

Finally, for the pressure measurements in the ultra-high vacuum (UHV) regime
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(10−6 to 10−10 Pa), the orifice flow vacuum standard (also known as dynamic expansion

vacuum standard) is used [21, 22]. A typical setup of the orifice flow method is shown

in figure 1.1. Two vacuum chambers are separated by a plate in which has a carefully

machined orifice connecting the chambers. A steady gas flow is fed into the upper

chamber and pumped out at the lower chamber. In equilibrium. the volume flow rate

of gas through the orifice plate, Q, is the same as the flow fed into the upper chamber,

which is measured by the flowmeter. Given the equal flow rate, the pressure in the

upper chamber is stable at P1 (outgassing is negligible). Initially, the pressure in the

upper chamber is kept high so that it can be measured by a pressure gauge Ga that

has been calibrated against another pressure standard that can operate in the higher

pressure range. Through the orifice plate, the flow rate to the lower chamber can be

expressed as,

Q = C(P1 − P2), (1.2)

where C is the conductance provided by the orifice that can be independently measured

or calculated [23]. Therefore, the pressure in the lower chamber can be obtained as

P2 = P1−Q/C. Then the flow is reduced so that the pressure in the upper chamber P1

is below the measuring range of the calibrated gauge Ga. However, in the molecular flow

regime (where the gas atoms or molecules hit the walls before hitting each other) the

ratio of the lower chamber pressure P2 to the upper chamber pressure P1 is a constant

at different flow rates, r = P2/P1. Then the new upper pressure P1 can be determined

using Eq. 1.2 with controlled the flow rate Q, the measured ratio r, and the known

conductance C. Thus, the attached uncalibrated pressure gauge Gb (usually the ion

gauge) can be calibrated [24]. Ar and N2 gas are typically used in this orifice flow

pressure standard since they are inert. By contrast, the ‘sticky’ or reactive gases are

not favored in this system since they can be stuck to or react with the chamber walls

which makes the gas flow rate through the orifice different from the flow rate into the

system.

3



1.1. Background

1.1.2 A New Definition of the Pascal

As one can see, the pressure calibrations in the HV/UHV regime are traceable to the

mercury-based pressure standard that relies on the definition of the pressure in Eq. 1.1.

However, Eq. 1.1 is not a practical definition for vacuum measurements since the forces

exerted are exceedingly small. On the contrary, the number density of gas molecules in

the vacuum would be a better definition [25], where ideal gas law can be applied. This

also follows the recent changes for the SI units. In 2018, the base SI units were redefined

based on atomic properties accessed via quantum measurements [26, 27, 28]. Relevant to

our work, the Kelvin has been newly defined by the amount of energy kBT [29, 30], where

kB is the Boltzmann constant whose value has been fixed in the new definitions of the

SI units. This makes the ideal gas law, P = nkBT , a more attractive, alternative, route

for National Metrology Institutes to realize the pressure unit by measuring gas density.

This redefines Pascal with measurements at the microscope level. The development of

the new pressure standards, in particular, aligns with the scope of the new SI definitions:

The new definitions do not prescribe particular realization methods and hence will allow

the development of new and more accurate measurement techniques[26].

Figure 1.2: The vacuum ‘spectrum’ shows the current/potential pressure standards with
their operating ranges. The top part of the plot shows the traditional pressure standards
based on the definition of the pascal (force per area) in Eq.1.1. The bottom plot shows
the new types of pressure standards that offer the possibility of using a thermodynamic
definition—specifically the ideal gas law to realize the pressure unit.

The recent developments in laser technologies provide us with the methods of directly

measuring the gas density. When electromagnetic (EM) waves (e.g., laser beams) travel
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through a gaseous medium, they interact with the electrons and to a lesser extent with

the nuclei of the molecules in that medium. Depending on the frequency of the EM

wave, either absorption or dispersion occurs. In the case of dispersion, the frequency is

far from resonance, the EM wave polarizes the molecules with the net effect of reducing

the EM wave speed c and altering the wavelength λ. The reduction depends on the

frequency ν of the EM wave and is described by the refractive index R(ν):

c =
c0

R(ν)
, (1.3)

where c0 is the speed of light in an ideal vacuum. The relation of the gas density n

to the refractive index R can be obtained by the Lorentz-Lorenz equation [31], R =

α
2ε0
n + 1. Here, α is the dynamic polarizability of the gas species, can be calculated,

and ε0 = 8.854187× 10−12F/m is the vacuum permittivity. Therefore, Eq. 1.3 provides

a way of measuring the density of gas particles by measuring the ratio of the speed of

light in a vacuum divided by the speed of light in the gas. This principle is the basis

of new types of pressure standards, such as the FLOC (the fixed-length optical cavity)

based pressure standard [32, 33, 34, 35]. This optical pressure standard uses a gas-filled

fixed-length Fabry-Perot (F-P) cavity. A laser can be servo-locked in resonance with

this F-P cavity, and the frequency f of the laser is given approximately by

f =
mc0

2RL
, (1.4)

where m is the integer number of wavelengths in the cavity, and L is the length of the

cavity. Therefore, if the gas density inside the cavity changes, causing R to change, the

servo adjusts f to maintain resonance with the cavity. Hence frequency changes track

changes in the refractive index, which reflects the gas density changes. One can also

fix the laser frequency, then the length of the cavity can be tracked as the gas density

changes. This is the principle of a variable-length optical cavity (VLOC) based pressure

standard [36]. These pressure standards relying on measuring the refractive of the gas

have a very broad range of operation from less than one pascal to 3 MPa.

Another type of optical pressure standard can be built based on the absorption of

EM waves through the gas medium. In this case, the frequency ν of the EM wave

is in resonance with one of the allowed molecule quantum state transitions of the gas
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molecules in the medium through which the EM wave is traveling. The relationship

between the EM wave frequency, ν, and the energy of the two quantum levels involved

in the transition, E1 and E2, is,

hν = E2 − E1, (1.5)

where E1 and E2 are the energies associated with the quantum states |1〉 and |2〉 coupled

by the EM wave. Absorption happens when the molecule absorbs the photon with

energy hν and transfers it from the state |1〉 to the state |2〉. Due to the absorption

of the molecules, the laser power will drop after transmitting through the molecule gas

region. For a dilute medium, the reduction in the intensity, ∆I, can be expressed as,

∆I = −k(ν)I0∆z, (1.6)

where k(ν) is the absorption coefficient describing the reduction of the power, which

is proportional to the molecule gas density. I0 in Eq. 1.6 is the initial intensity of the

laser, and ∆z is the distance the laser beam has traversed.

Therefore, one can measure the drop of the laser intensity after transmitting through

a glass cell filled with the gas to infer the gas density. Based on this method, people

have developed the laser absorption spectroscopy-based pressure standard [37, 38, 39].

Furthermore, the multi-pass glass configuration [37], the cavity ring-down spectroscopy

method [39] and the saturated absorption method [40] can be used to increase the

interaction time between the laser and the gas particles. This helps this laser absorption

spectroscopy-based pressure standard measure the pressure from about 10 Pa to 1 kPa.

So far, these optical pressure standards can only measure the pressure as low as 1

Pa. As the pressure goes even lower, especially in the HV/UHV regime, optical pressure

standards won’t work due to the low gas density being unable to produce a measurable

dispersion or absorption of the laser beams. Therefore, creating a new pressure stan-

dard based on the ideal gas law that can operate in the HV and UHV, even the XHV

regime, is required and urgent. It will also be a boon to fundamental scientific research,

to commercial fabrication technologies such as those used for modern semiconductor

devices [41, 42, 43], and to the study of dynamics and processes of the upper atmo-

sphere, with practical consequences for satellite technology [44, 45, 46]. Fortunately,
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the recent development of cold atom technology and the study of the collisions between

cold atoms and the background particles have provided us with a solution-cold atom

pressure standard (CAPS).

1.1.3 Recent Developments in cold atom pressure standard

In 1985, Migdall et al. [47] first reported the magnetic trapping of Na atoms and dis-

covered that the lifetime of the Na atoms held in the trap was limited by the collisions

between the trapped atoms and the background gas particles in the vacuum environ-

ment. Later, Bjorkholm [48] theoretically modeled the lifetime of the trapped particles

and showed that the loss rate (the lifetime is the inverse of this) is linearly propor-

tional to the density of the background particles for a general interaction potential,

V (r) = −Cn/rn. Taking the long-range part of the Van der waals interactions (n = 6),

he derived an approximated expression for the loss rate of trapped atoms Γ,

Γloss = 5.376

(
C6

U

) 1
3

vn, (1.7)

where U is the trap depth, and v is the most probable speed of the background parti-

cles. This expression nicely predicted the measured loss rates in some of the cold atom

experiments [49, 50, 51, 52]; however, it fails in the limit of small trap depth because it

is a purely classical result.

The coefficient 5.376
(
C6
U

) 1
3

in Eq. 1.7 can be viewed as the averaged collision loss

cross-section between the trapped atoms and the background particles, σloss(U), at a

given trap depth. Most importantly, the approximated expression in Bjorkholm’s work

[48] captured the feature that the loss rate coefficient decreases as the depth of the trap

increases. This was supported by some later cold atom loss rate measurements at large

trap depths (∼ 1 K) [53, 54]. They showed that the measured loss rates are radically

different at different trap depths set by various trapping parameters. This is because

the retention of the trapped atoms caused by small-angle elastic collisions is significant

at large trap depths. These small angle elastic collisions are called quantum diffractive

collisions since they reveal the wave nature of the collisions in a manner that is similar to

light diffracting through an aperture which is small compared to its wavelength. These

quantum diffractive collisions impart a very small amount of momentum to the trapped
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atoms, which results in ensemble heating instead of trap losses at large trap depths.

Therefore, the loss rate measured at large trap depths is smaller than it measured at

shallower trap depths. Later, the relationship between the loss rate coefficient σlossv

and the trap depth U was more carefully studied by Bali et al. and Beijerinck et

al. [10, 55, 56]. They started by computing the scattering amplitude based on the

Jeffreys-Born approximation and the long-range part of the interaction potential (the

details of the Jeffreys-Born approximation can be found in section 2.3.2). Then, they

computed analytically the total collision cross section, σtot by integrating the scattering

amplitude over all the scattering angles, σtot = 8.482
(
C6
h̄v

) 2
5
. Similarly, the collision

loss cross section can be obtained by only integrating the scattering amplitude from the

minimum scattering angle θmin to π. Based on this, the loss cross section, σloss, can

be expressed in terms of the total cross section σtot and the minimum scattering angle

θmin,

σloss = σtot

(
1− 0.37

U

U ′d

)
, (1.8)

where

U =
(1− cos θmin)µ2v2

m
(1.9)

U ′d =
4πh̄2

Mσtot
.

Here, the trap depth U is a function of the minimum scattering angle (details can be

found in appendix D), M is the mass of the trapped particle, m is the mass of the

background particle, and µ is the reduced mass of the collision system. Finally, the

decay rate of the atoms can be expressed as,

Γloss = σlossvn = 8.482

(
C6

h̄v

) 2
5
(

1− 0.37
U

U ′d

)
vn. (1.10)

This expression was not investigated experimentally until 2009 by Fagnan et al. [57].

They experimentally characterized the change of the loss rate coefficient across a wide

range of the trap depths. The factor, σlossv, in Eq. 1.10 is usually referred as the loss rate

coefficient. However, more precisely, the loss rate coefficient should be defined as the
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collision cross-section averaged over the Maxwell Boltzmann (MB) velocity distribution,

〈σv〉. The ‘〈〉’ denotes that this quantity is averaged over the MB velocity distribution

of the background particles impinging on the trapped atoms. This is an important

correction to the expression of the loss rate coefficient and was reported in later work

[57].

From the preceding, we can see the importance of trap depth and of knowing the

expression of the loss rate coefficient as a function of trap depth. If both the trap depth

and the loss rate coefficient at that trap depth are known, this offers a way of measuring

the background gas density from a measurement of the loss rate. This is the idea of

the cold atom pressure standard and was first proposed by Madison et al.

in 2011 [58]. Key to this application is knowing the value of the loss rate coefficient

at a certain trap depth. One approach is to use a quantum scattering calculation to

determine the loss rate coefficient (thermally averaged collision cross-section) using an ab

initio computed potential energy surface between the trapped particle and the collision

partner.

This method was later adopted by national metrologia groups and reported in

ref. [6, 59, 60]. They have calculated the loss rate coefficients for Li-He and Li-H2 as

reported by [61, 13]. The plan is to use the Li-H2 calculation and loss rate measurements

to determine the loss rate coefficients for other collision partners using a ratio-metric

technique (details can be found in chapter 4 of this thesis). This determination will

involve the use of an orifice flow pressure standard as described in [6].

In 2019, a novel approach for determining the loss rate coefficient was proposed by

Booth et al.[2]. Rather than computing it from an ab initio computed potential, this new

method relies on an experimental measurement to determine the loss rate coefficient.

This is the revolutionary characteristic of our pressure standard. The details of this

quantum based pressure standard, and its realization are the main topics of this thesis.

For the range of trap depths achievable with a magnetic trap, collisions that do not

eject atoms out of the trap are quantum diffractive collisions. It is well known that

the cross-sections of the quantum diffractive collisions are dominated by the long-range

part of the interaction potential and have been studied by [14, 62].

Booth et al. have found that the loss rate of cold atoms in a shallow trap follows

a universal scaling law whose characteristic energy is set by the total collision cross
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section as dictated by the Heisenberg uncertainty principle [2, 3], namely,

Γloss = n 〈σloss(U) v〉

= n〈σtotv〉

1−
∑
j

βj

(
U

Ud

)j . (1.11)

Here, βj in Eq. 1.11 are the universal coefficients, and Ud = 4πh̄2

Mσ̄ , where σ̄ = 〈σtotv〉/v̄

is a thermally averaged total collision cross-section. This is different from the previous

definition by Bali et al. and Beijerinck et al since the cross-section is averaged over the

velocity distribution of the particles impinging on the trapped atoms. In addition, in

contrast with the approximate Eq. 1.10, we used full quantum scattering computations

to calculate the values of total and loss collision cross sections and then numerically

determined the relationship between the total collision cross section and the loss collision

cross section.

A conceptual illustration of this process is shown in figure 1.3. Initially, the cold

trapped sensor atom has a small momentum uncertainty and a correspondingly large

position uncertainty. When a background particle passes near enough to the trapped

sensor atom that a collision occurs, the sensor atom’s position becomes localized to a

spatial region with characteristic length
√
σ. Because of complementarity, this collision-

induced spatial localization leads to a new momentum uncertainty with a characteristic

width h̄/m
√
σ. This position-measurement-induced momentum kick is the most gentle

momentum exchange allowed by quantum mechanics, and it encodes empirical infor-

mation about the total cross section due to the uncertainty principle. Collisions that

transfer momenta on this small localization scale are referred to as quantum diffractive

collisions and are mediated by the long range tail of the interaction potential between

the sensor atom and the incident particle.

When the trap depth is sufficiently shallow, the momentum gained through a quan-

tum diffractive collision can eject the sensor atom out of the trap. Therefore, one can

measure the trap loss rate as a function of the trap depth at exceedingly low depths

to discover the spectrum of the momentum transfer for quantum diffractive collisions.

The width of this momentum distribution is related to the spatial localization region,

σtot, through the uncertainty principle, while the shape of the distribution encodes the

10



1.1. Background

underlying physical process that led to the localization, the interaction potential be-

tween the trapped sensor atom and the background particle. This is the key idea to

discovering σtot by measuring the post-collision momentum distribution.

For combinations of incident particle and sensor particle with large polarizability, the

Van der Waals interactions (induced dipole-dipole interactions) will dominate, and the

long-range interaction, C6/r6, will determine the collision-induced localization process.

In this case, the resulting shape of the post-collision momentum distribution will be

dictated by the C6 interaction potential. Specifically, if the measured post-collision

energy distribution is scaled by the quantum diffractive energy (Ud in equation 1.11),

the scaled distribution will follow the universal law characteristic of C6 interactions.

Knowing that the collision partners have a long range C6 interaction allows the discovery

of this scale factor and thus the total cross section by finding the scale factor that

matches the scaled measured loss rate to the universal function. In the case where the

polarizability of the species combination is small, the C6 interaction may not dominate

the interactions, and the resulting loss rate versus trap depth may deviate from the C6

universal shape. However, most species of interest should have sizable polarizability,

thus most should follow the C6 universality.

To use this universal law in the CAPS, one needs to create a shallow trap with a

variable depth. A magnetic trap is an effective platform for performing these universality

based pressure measurements, which leads to the MT-based CAPS. Once the cross

section has been determined, any trap can be used to perform a pressure measurement.

An optical dipole trap (ODT) based CAPS has also been demonstrated by Makhalov

et al. in [63, 64]. They performed pressure measurements using 6Li atoms confined

in a far-detuned optical dipole trap. However, the systematic errors in the pressure

measurements introduced by the sensor atom’s interactions with the trapping laser

have not yet been quantified. It is known that sensor ensemble heating can occur

in an optical dipole trap, and this can, in turn, change the effective trap depth and

the resulting loss rate. Heating can occur from photon scattering or beam intensity or

direction fluctuations that lead to parametric heating of the trapped atoms [65]. Careful

precautions can be taken to eliminate those effects, but the requirement of high-power

trapping laser can make it more expensive to build than a MT-based CAPS where the

MT can be created using the MOT coils.

11



1.1. Background

Figure 1.3: A schematic of glancing collisions that happen in a pressure measurement
by the CAPS. An incident particle with velocity, v, collides with a trapped atom with
a total collision cross section, σ. The collision localizes the sensor atom’s position to a
region of characteristic size

√
σ. Complementarity implies that this position localization

leads to a broadening of the momentum distribution. This post-collision momentum
distribution broadening encodes information about the collision cross section σ.

In addition to the MT and the ODT-based CAPS, researchers have also demon-

strated pressure measurements using atoms trapped in a magneto-optical trap (MOT)

[66, 67, 68, 69]. However, the accuracy is limited for pressure measurements in a MOT

based CAPS. This is because using a magneto-optic trap to confine sensor particles is

more complicated than using a purely magnetic trap, as the MOT introduces several

factors that confound the pressure measurement. First, there are rapid two-body loss

channels for atoms in a MOT that are absent for atoms in a magnetic trap, including

fine structure changing collisions and light-assisted losses (radiation escape mechanisms)

as shown by [53, 70, 54]. Second, the trap depth of the MOT is challenging to deter-

mine and to hold constant as it is sensitive to slight misalignments of the MOT laser

beams. This confounds the determination of background pressure from sensor particle

loss rate since the loss rate is trap-depth dependent. Nevertheless, [71, 72, 66] have

demonstrated the use of light-assisted collisional loss to measure the trap depth of a

MOT. Third, the determination of pressure from sensor particle loss rate from a MOT

is further confounded by the fact that the trapping mechanism of the MOT forces
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the sensor particles to move between different quantum states (the ground and excited

electronic states), and these states have different collision cross-sections with the back-

ground particles being measured. In this case, knowledge of the cross sections and the

occupation of the various quantum states is essential for an accurate determination of

pressure from the loss rate. Methods of determining the excited-state fraction have been

demonstrated in [73, 74, 75, 76].

Although using a MOT to perform accurate pressure measurements seems challeng-

ing, the MOT provides important advantages over other traps. Due to its large trap

depth (∼ 1 K), the loss rate from a MOT can be significantly lower than that from

a magnetic or far-detuned optical dipole trap (depth < 10 mK), and this can allow

measurements at much higher pressures. For example, we have demonstrated accu-

rate pressure measurements up to 10−4 Pa, two orders of magnitude higher than that

achieved with a magnetic trap, using a MOT as a transfer pressure standard calibrated

by a magnetic trap [3]. An alternative method of using a MOT as a primary pressure

standard is presented at the end of this thesis.

The operating ranges of the optical pressure standards (< 1 Pa) and the cold atom

pressure standards (< 10−4 Pa) are summarized at the bottom of figure 1.2. There

appears to be a gap in the vacuum ’spectrum’ in which neither the optical pressure

standards nor the cold atom pressure standards can operate. However, an atom-based

pressure standard operating at room-temperature could potentially fill the gap. This

atom-based pressure standard could use the phenomena of photon echoes to measure

collisions with the background vapor and thus determine the pressure. When an ensem-

ble of atoms is prepared in a linear superposition of two electronic ground state energy

levels by a π/2 radiation pulse, this coherence can persist for some time. If the super-

position includes states in the electronic excited state, the coherence can relax due to

spontaneous emission. The atom coherence will dephase due to the different velocities

within the ensemble (Doppler shifts). If, after a fixed waiting time T , another π pulse

is applied to completely reverse the coherence phase, this dephasing process becomes a

rephasing process, and the atomic coherence will revive at a time T after the π pulse

when the atoms are in phase again. Thus the ”echo” of the atomic coherence occurs at

t = 2T .

However, if there are background collisions in the dephasing and rephasing process,
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the velocity of those atoms are changed and thus they do not contribute to the ”echo”

at t = 2T . This leads to a drop in the echo signal. Therefore, by measuring the echo

amplitude as a function of the waiting time, one can determine the background collision

rate, thus, the gas density. The same collision theory involving the cold atoms can also

be applied here, and the measured loss rate coefficients with the CAPS.

Researchers have demonstrated the feasibility of measuring background collisions

using atomic coherence, for example references [77, 78, 79] report the collision cross

section between the coherence atoms and the background particles using the photon-

echo techniques. Early results have also shown that using the photon echo method can

measure the pressure from 1 Pa to 10−2 Pa [78, 80]. The hope is that this photon-echo

method could measure the pressures as low as 10−4 Pa with improved techniques such as

the grating stimulated echo method [81, 82]. With all these new types of density-based

pressure measurements, one can hope a new definition of Pascal using the ideal gas law

is possible at all pressures.

1.2 Thesis Overview

This thesis presents the work of realizing the world’s first cold atom pressure standard.

This is a primary pressure standard since it operates based on the immutable, universal,

and fundamental constant- total collision cross section 〈σtotv〉. It does not rely on any

calibrations against other standards, which separates it from the transfer standard or

the pressure gauges. Moreover, relying on the fundamental quantity 〈σtotv〉 makes it

superior to other, traditional pressure standards since the traditional pressure standards

rely on the human fabricated parts. For example, the orifice flow standard is based upon

machining an orifice plate with a precisely known conductance, which is reliable solely

for inert gas flows, limiting its range of applications. The static expansion standard

requires knowing the volume of the expansion chamber. Neither of these is based on

fundamental, immutable physical constants. By contrast, the CAPS, based on a single

fundamental, immutable, 〈σtotv〉, is applicable to a wide range of binary collision part-

ners, revolutionizes and modernizes the definition of pressure, in accordance with the

new SI mandates.

The MT-based CAPS is realized based on the universal behavior of the quantum
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diffractive collisions. In summary, the trap loss rate of atoms from shallow traps as a

function of the trap depth, is dictated by the momentum distribution of the trapped

atoms which were subjected to quantum diffractive collisions. This distribution is dom-

inated by the long-range part of the interaction potential and defined by a single pa-

rameter, 〈σtotv〉. The measured loss rate is described for all collision partners through,

Eq. 1.11. Thus, by measuring the loss rate of the cold atoms Γloss as a function of the

trap depth U , one may fit these data to Eq. 1.11 to extract 〈σtotv〉. Once 〈σtotv〉 is

determined for a collision pair, the pressure in the vacuum system can be determined

from the ideal gas law and the decay rate of the cold atoms.

Chapter 2 reviews the quantum scattering theory and explains the physics of the

quantum diffractive collisions. The Jeffreys-Born long-range approximation of colli-

sion cross section introduced in Chapter 2 also implies the universal behavior of the

quantum diffractive collisions. Chapter 2 also states the correct expression of the loss

rate coefficient is to integrate the collision cross over the Maxwell-Boltzmann velocity

distribution.

Chapter 3 firstly explains the reason for choosing Rb as a sensor atom in the MT-

based CAPS since it can allow us to map out a wider range of the post-collision mo-

mentum distribution, which leads to a more accurate determination of 〈σtotv〉. Then

it discusses the details of building a MT-based CAPS, which involves the laser system

used to cool and capture Rb atoms, the magnetic coil system to provide the trapping

field, the vacuum chamber design to house the cold atoms, and the control system to

program the experiment procedure.

Chapter 4 presents the work of predicting the universal behavior of the quantum

diffractive collisions both analytically and numerically. Later this universal behavior is

verified experimentally by measuring the trap loss as a function of trap depth, which

is equivalent to mapping out the post-collision momentum distribution. We have found

the measured pressure using this method with the CAPS agrees with the measurement

using the NIST calibrated ion gauge (IG) within 0.5% for a gas of N2. This method

is then generalized to measure the values of 〈σtotv〉 between Rb atoms and other test

gas species x (x=He, Ar, Xe, H2, and CO2). These results are presented in Chapter 4.

Finally, all these measurements are reported with quantifiable statistical and systematic

uncertainties.
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Chapter 5 introduces the precision measurement of 〈σtotv〉 using the MT-based

CAPS and the universal behavior of the quantum diffractive collisions. The details

of improving the precision have been thoroughly discussed. One direction is to reduce

the systematic uncertainty, we have achieved this by eliminating the two-body loss pro-

cess in the MT. The other direction is to reduce the statistical uncertainty, which has

been done by reducing the shot-to-shot noise and reducing the fitting uncertainty. The

latter is achieved by increasing the trap depth range of the confined atoms, facilitating

higher precision determination of 〈σtotv〉 from the experimental data. The increase in

trap depth was achieved by trapping the Rubidium atoms in their |F = 2,mF = 2〉

hyperfine state. We showed an example of precision measurements of 〈σtotv〉 for Rb-

Ar collisions with these methods applied. The experimentally determined 〈σtotv〉 value

agrees within 0.5% with the theoretically computed result.

To increase the pressure measurement range of the CAPS, chapter 6 demonstrates

the realization of the MOT-based CAPS. First, we demonstrate using a MOT-based

CAPS as a transfer pressure standard calibrated against MT-based CAPS. As a result,

we are able to measure the Ar pressure up to 10−7 Torr (10−5 Pa) (In North America,

particularly in the US, a commonly used pressure unit is Torr where 1 Torr = 133.32

Pa). Next, we propose a way of using a MOT-based CAPS as a primary pressure

standard, which involves solving the excited-state fraction and controlling the depth of

the MOT. Finally, we show a measurement of the excited state loss rate coefficient and

the ground state loss rate coefficient that are key in realizing a MOT-based CAPS.

Finally, chapter 7 summarizes all the work presented in this thesis. Also, a list

of future outlooks for the development of the CAPS is presented in chapter 8. This

chapter explores two promising, albeit opposing, directions: the complications and the

simplifications of the quantum pressure standard. The complications section focuses on

finding the limitations of the universality of quantum diffractive collisions and aiming to

find a solution when the universality doesn’t apply. The simplifications section presents

the ongoing effort in making portable CAPS that can be easily operated and shipped.

This is an essential direction of the CAPS and has also raised other groups’ attention

[60, 83, 84, 85].
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Chapter 2

Review of Quantum Scattering

Theory

The core principle of the cold atom pressure standard is the description of elastic col-

lisions between the trapped atoms and the background particles. The loss rate of the

trapped atoms from the background collisions, Γloss, can be formulated as,

Γloss = n 〈σ v〉 , (2.1)

where n is the density of background particles 1. The quantity 〈σ v〉, usually referred

as the rate coefficient, represents the collision cross section , σ, velocity averaged over

the Maxwell-Boltzmann velocity distribution of the background particles. Based on Eq.

2.1, One can see that knowing the value of 〈σ v〉 is key to determining the pressure in

the vacuum, given the loss rate of the trapped atoms can be measured. Therefore, it is

essential to understand the collision mechanism in order to use collisions in realizing a

fundamental pressure standard. A quick review of the quantum scattering theory by a

central force in a two-body system is helpful.

2.1 Hamiltonian of a Two-body System

In the two-body collision model, there is a trapped particle with mass m1 and a back-

ground gas-particle with mass m2, as shown in figure 1.3. The collision particle has

an initial velocity, −→v2 , towards the trapped particle, where the trapped particle is mov-

ing at a negligible velocity −→v1 . The interaction potential between the two particles is

V (−→r1 − −→r2), where −→r1 and −→r2 represent the positions of the trapped particle and the

collision partner separately in the lab frame. Then, we can construct the interacting

1One then can obtain the pressure using the ideal gas law, p = nkBT
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Figure 2.1: A diagram of the collision process. Plot (a) represents that an incoming
particle with a mass m2 and a velocity v2 collides with a trapped atom with a mass m1

and a negligible velocity v1 in the lab frame. After the collision, the incoming particle is
scattered out with a new velocity v′1 and the trapped atom gains a new velocity v′2. Plot
(b) represents the same collision process in the center of mass frame and demonstrates
the scattering angle, θ.

Hamiltonian as,

H =
−→p1

2

2m1
+
−→p2

2

2m2
+ V (−→r1 −−→r2). (2.2)

Here, the momentum can be expressed as,
−→
P1 = m1

−→v1 and
−→
P2 = m2

−→v2 . We can switch

from the lab frame to the center of mass (CoM) frame to analyze the Hamiltonian.
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Classically, we can define the coordinate of the CoM as

−→
R =

m1
−→r1 +m2

−→r2

M
, (2.3)

where M = m1 +m2. The relative position coordinate can be written as −→r = −→r1 −−→r2 .

Similarly, the CoM velocity can be expressed as

−→vC =
m1
−→v1 +m2

−→v2

M
=

−→
P1 +

−→
P2

M
, (2.4)

and the relative velocity between the two collision partners is −→vr = −→v1 −−→v2 . Given the

expression of the CoM velocity, we can write the total momentum as −→p = −→p1 + −→p2 =

M−→vC . Given the very low energy range of collisions we studied in this thesis, the inelastic

collisions contribute very little to the whole collision process, thus, we only consider the

case of elastic collisions here. In the case of elastic collisions, the momentum is conserved

before and after the collision, and the CoM velocity −→vC is a constant. In the CoM frame,

we will have −→vC = 0, and the particles have equal and opposite momenta. Since the total

energy is also conserved in an elastic collision, the magnitude of the relative velocity in

the CoM frame is constant before and after the collision (details of the derivations can

be found in the appendix C), |−→vr | = |−→v1 − −→v2 |. However, the direction of the relative

velocity changes before and after the collision, as illustrated in figure 2.1 (a). The angle

between the post-collision velocity vector and the pre-collision velocity vector is defined

as the scattering angle, θ. Then we can write the Hamiltonian in Eq. 2.2 in terms of

the quantities defined in the CoM frame,

H =
−→p 2

2M
+
−→pr2

2µ
+ V (−→r1 −−→r2)

= − h̄2

2M
∇2
R −

h̄2

2µ
∇2
r + V (−→r ), (2.5)

where µ = m1m2
m1+m2

is the reduced mass of the two colliding particles, and ∇2
R = −−→p 2/h̄2

and ∇2
r = −−→pr2/h̄2 are the laplacian corresponding to the center of mass and relative

coordinates, respectively. As a result, we can find that the Hamiltonian in the center of

the mass frame is composed of a CoM part and a relative motion part.
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2.2. Loss cross section

2.2 Loss cross section

To find a solution to the Hamiltonian in the CoM frame, one can solve the time-

independent Schrödinger equation, Hψ = Eψ, with the time-independent approach.

A common wavefunction solution to this Schrödinger equation is a product of the wave-

function of CoM and the wavefunction of the relative motion, ψ = ψRψr. The wave-

function of CoM ψR satisfies the Schrödinger equation,

− h̄2

2M
∇2
RψR = ERψR, (2.6)

while the wavefunction corresponding to the relative motion, ψr, satisfies,

[
− h̄2

2µ
∇2
r + V (−→r )

]
ψr = Erψr. (2.7)

If we treat the system in the CoM frame, we can ignore Eq.2.6 and focus on the

Schrödinger Eq.2.7. Also, we know the energy of the particle can be expressed in

terms of the momentum, Er = h̄2−→k 2

2µ , where the wavevector,
−→
k = µ−→vr/h̄, describes the

momentum of the reduced mass particle in the interaction potential. Thus, one can

write Eq. 2.7 into the following form,

[
− h̄2

2µ
∇2
r + V (−→r )− h̄2k2

2µ

]
ψr = 0 (2.8)

The form of this equation models a single particle of reduced mass µ in the presence

of the potential V (−→r ) which, in Eq. (2.8), is assumed to be spherically symmetric

in the CoM frame and goes to zero as r → ∞. From now, we drop the directional

dependence in the potential, V (−→r )→ V (r). For the large distance regime, the solution

to Schrödinger Eq. 2.8, ψr, is expected to be the superposition of an incoming plane

wave and an outgoing spherical wave (details can be found in Ref. [86]),

ψr ∼ ei
−→
k ·−→r + f(k, θ, φ)

eikr

r
. (2.9)

The first term represents the state of the system in the absence of the scattering poten-

tial, which is determined by the physical conditions of the experiment, expressed in the

form of a plane wave. The second term in Eq. 2.9 describes the form of the outgoing
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scattered wave with a scattering amplitude f(k, θ, φ), which depends on the interac-

tion potential, V (r). The square of the scattering amplitude, |f(k, θ, φ)|2, indicates

the probability of scattering into different directions, θ and φ, which is consistent with

the definition of the classical differential collision cross section, dσ/dΩ (dΩ is the solid

angle scattered into). Therefore, one can obtain the relationship between the scattering

amplitude, f(k, θ, φ), and the differential cross section by comparing the incident flux

(number of particles per unit area per unit time) with the rate of scattering into a given

solid angle dΩ. The differential cross section, dσ
dΩ , is defined as

dσ

dΩ
=

# of particles scattered per unit time per unit solid angle dΩ

flux of incident particles
, (2.10)

where the unit solid angle is dΩ = sin θdθdφ and the flux has units of number per

second. To calculate the flux density in the denominator, one can use the continuity

equation in the absence of sources,

dρ

dt
+
−→
∇ ·
−→
J = 0. (2.11)

In the quantum regime, the density quantity ρ can be expressed as the probability

density, |ψr|2. With this replacement, it can be shown that the flux quantity
−→
J for a

particle of mass µ has the form,

−→
J = h̄

2µi(ψ
∗
r∇ψr − ψr∇ψ∗r )

= h̄
µ Im(ψ∗r∇ψr). (2.12)

Now we can plug in the expression of the wave function ψr = eikz cos θ and obtain the

flux of incident particles,
−→
J = h̄

−→
k
µ .

Next, we can calculate the numerator in Eq. 2.10. The number of particles scattered

into the solid angle dΩ per unit time can be calculated by

dn = |ψ(r)|2d3r =

∣∣∣∣f(k, θ, φ)
eikr

r

∣∣∣∣2r2dΩdr = |f(k, θ, φ)|2dΩdr. (2.13)
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Therefore, the number of particles scattered per unit time per unit solid angle is

dn

dtdΩ
=
|f(k, θ, φ)|2dr

dt
=
|f(k, θ, φ)|2dr

dr/v
=
h̄
−→
k

µ
|f(k, θ, φ)|2. (2.14)

Hence, the differential cross section equals dσ
dΩ = |f(k, θ, φ)|2, and the total collision

cross section can be obtained by integrating the differential cross section over the entire

solid angle,

σtot =

∫
dσ

dΩ
dΩ =

∫ 2π

0
dφ

∫ π

0
|f(k, θ, φ)|2 sin θdθ (2.15)

σtot = 2π

∫ π

0
|f(k, θ, φ)|2 sin θdθ. (2.16)

However, in our case, this total collision cross section is not directly reflected in

the loss rate measurements since the collision target is trapped in a confining potential

with a finite trap depth, U . The trap depth of an atom is defined as the energy required

to eject the atom out of the trap. Therefore, not every collision will force the trapped

atom to leave the trap. If a collision that transferred energy, ∆E, is smaller than the

trap depth of the trapped atom. The trapped atom will gain the energy and stay in

the trap, and this collision process cannot be detected. Thus, in order for the collision

to be detected, the transferred energy should be larger than the trap depth, which can

be mathematically expressed as ∆E > U . Based on the classical analysis (details in

Appendix D), we can find the relationship between the CoM scattering angle and the

transferred energy,

∆E =
(1− cos θ)µ2|−→vr |2

m1
(2.17)

This relationship indicates that the larger the scattering angle, the larger the trans-

ferred energy. We can define the minimum scattering angle, θmin, that represents the

transferred energy exactly matching the trap depth of the atom and satisfies the rela-

tion U = (1− cos θmin)µ2|−→vr |2/m1. Thus, the scattering angles that are larger than the

minimum scattering angle, θmin will generate trap loss. This leads to a decrease in the

loss collision cross section , so we define the cross section related to the loss process as

the loss cross section, which can be obtained by integrating the differential cross section
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only over the loss regime, θ > θmin,

σloss = 2π

∫ π

θmin

|f(k, θ, φ)2| sin θdθ. (2.18)

Finally, as we can see, the value of the loss cross section decreases as the trap depth

increases, reflecting the fact that fewer collisions transfer sufficient energy to liberate an

atom from deeper traps. The loss cross section will converge to the total collision cross

section as the trap depth goes to zero. To determine the value of both the total and

the loss cross sections, we need to compute the expression of the scattering amplitude,

which can be solved using the partial wave analysis method, shown in the following

section.

2.3 Partial Wave Analysis

To solve for the scattering amplitude, we should start by finding a solution to the

Schrödinger equation, Eq. 2.8. For convenience, we can rewrite Eq. 2.8 in terms of the

spherical coordinates of the reduced mass particle,

h̄2

2µ

[
− 1

r2

∂

∂r

(
r2 ∂

∂r

)
+
L̂2

r2
+ U(r)− k2

]
ψr = 0, (2.19)

Where U(r) = 2µV (r)/h̄2 and L̂ is the angular momentum operator of the reduced

mass particle.

Similar to the treatment we did in separating the CoM coordinates and relative

coordinates, in the spherical coordinates, we can separate the wavefunction into as a

radial part and an angular part,

ψr(r, θ, φ) = Rl(r), Yl,m(θ, φ), where the angular part can be expanded into a spherical

harmonics series and are eigenfunctions of L̂2 with L̂2Yl,m(θ, φ) = l(l + 1)Yl,m(θ, φ).

Here, l is the orbital angular momentum of the reduced mass particle moving through

the inter-particle potential. Then we can plug the solution for ψr(r, θ, φ) into Eq. 2.19,

to obtain the following expression,

h̄2

2µ

[
− 1

r2

d

dr

(
r2 d

dr

)
+
l(l + 1)

r2
+ U(r)− k2

]
Rl(r) = 0 (2.20)
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After substituting ψl(r) = krRl(r), we can obtain the final form,

[
− d2

dr2
+
l(l + 1)

r2
+ U(r)− k2

]
ψl(r) = 0. (2.21)

For very large inter-atomic separations, the interaction potential U(r) → 0. In

this limit, we can drop the interaction term, we can write the wavefunctions as linear

combinations of spherical Bessel, jl(kr), and Neumann functions, nl(kr), corresponding

to a free particle,

ψl(r) = kr[Bljl(kr) + Clnl(kr)]. (2.22)

Asymptotically, these wavefunctions can be expressed in terms of sine and cosine,

jl(kr) →
sin (kr − lπ/2)

kr
(2.23)

nl(kr) → −cos (kr − lπ/2)

kr
(2.24)

If the interaction potential is zero everywhere, the only boundary condition is at the

origin, and U(0) = 0 and only the sin term can be left. Thus, the wave function can be

written as, ψl(r) = krBl sin (kr − lπ/2). However, if the interaction potential is not zero

within some radial distance, then we no longer have the boundary condition. Therefore,

the Neumann term is retained and has the asymptotic cosine form as r →∞. Therefore,

the total asymptotic wave function can be expressed in terms of sine and cosine,

ψl(r) = Bl sin (kr − lπ/2)− Cl cos (kr − lπ/2) (2.25)

= Al sin (kr − lπ/2 + ηl), (2.26)

where ηl = arctan (−Cl/Bl) is the phase shift of the l partial wave and is determined

by the interaction potential U(r). The phase shift will become zero when the potential

U(r) goes to zero. In our case, we assume cylindrical symmetry so that we can drop

the φ dependence, and the angular wave function can be expanded in terms of Legendre

polynomials, Yl,m(θ) ∝ 2πPl(cos θ). Therefore, the final solution to the relative wave
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2.3. Partial Wave Analysis

function, ψ(r), is,

ψr(r) =

∞∑
l=0

(2l + 1)ilAl sin (kr − l/2π + ηl)Pl(cos θ). (2.27)

The general form of the wave function we have obtained, as shown in Eq. 2.9, can

also be written as an expansion in terms of asymptotic Bessel functions,

eikz cos θ =
∞∑
l=0

(2l + 1)il
sin (kr − l/2π)

kr
Pl(cos θ) (2.28)

f(k, θ)
eikr

r
=

∞∑
l=0

fl(k)
eikr

r
Pl(cos θ) (2.29)

Now comparing the exact form of the wavefunction, Eq. 2.27, with the general form of

the wavefunction, Eq. 2.29, we can obtain the expression for the scattering amplitude,

f(k, θ) =
1

k

∞∑
l=0

(2l + 1)Tl(k)Pl(cos θ). (2.30)

Here Tl(k) = sin (ηl)e
iηl is the transmission matrix for the collision2. The scattering

matrix can be defined as, Sl(k) = e2iδl = 1 + 2iTl(k). Then the exact expression of

the total cross section can be obtained by plugging in the solution of the scattering

amplitude into Eq. 2.16,

σtot(k) = 2π

∫ π

0

∣∣∣∣ ∞∑
l=0

(2l + 1)Tl(k)Pl(cos θ)

∣∣∣∣2 sin θdθ (2.31)

σtot(k) = 4π
∞∑
l=0

(2l + 1)

k2
sin2 ηl. (2.32)

2.3.1 Log-derivative method

We can see that the key to obtaining the total cross section and f(k, θ)is to compute the

phase shifts of the scattered reduced mass particles, ηl, which depends on the interaction

potential. One can numerically integrate Schrödinger Eq. 2.21 from a position where

the reduced mass particle is close to the center of the potential and out to a very large

distance. To achieve this, one can apply the log-derivative method described by Johnson

2For an elastic collision, the transmission matrix is a simple scalar.
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[87]. As a start, we can simplify Eq. 2.21 by redefining a quantity,

W (k, r) = k2 − U(r)− l(l + 1)

r2
, (2.33)

so we can have

[
− d2

dr2
+W (k, r)

]
ψl(r) = 0. (2.34)

Then we can define a parameter y = ψ′l(r)/ψl(r), so that we can find

y′ =
ψ′′l (r)

ψl(r)
−
|ψ′l(r)|2

|ψl(r)|2
(2.35)

= −W (k, r)− y2. (2.36)

Therefore, the final differential equation can be iterated beginning at small r = r0 and

assuming an initial large number for y(r0). The iterative solution is,

yn =
yn−1

1 + hyn−1
− ∆

3
wnqn. (2.37)

Here, ∆ is the step size in the radial direction and,

qn =


W (k, rn) n = 0, 2, 4, ...N

W (k,rn)

1+ ∆2

6
W (k,rn)

n = 1, 3, 5, ...N − 1
(2.38)

with the weights, wn,

wn =


1 n = 0, N

4 n = 2, 4, 6, ...N − 2

2 n = 1, 3, 5, ...N − 1.

(2.39)

Recall the solution for ψl(r) given in Eq. 2.22, we can define the reactance matrix,
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2.3. Partial Wave Analysis

Kl = tan ηl = −Cl/Bl. Then we can find the relationship between the Kl matrix and y,

y =
ψ′l(r)

ψl(r)
=

d
dr

(
krBl[jl(kr)−Klnl(kr)]

)
ψl(r)

=
kBl[jl(kr)−Klnl(kr)] + krBl[j

′
l(kr)−Kln

′
l(kr)]

krBl[jl(kr)−Klnl(kr)]

=
1

r
+

[j′l(kr)−Kln
′
l(kr)]

[jl(kr)−Klnl(kr)]
(2.40)

Therefore, we can solve for the Kl matrix

Kl =
[(y − 1

r )jl − j′l]
[(y − 1

r )nl − n′l]
. (2.41)

For each partial wave, we can compute its Kl matrix element by numerically in-

tegrating Eq. 2.36. Once the Kl matrix has been found, the scattering matrix, Sl(k),

and the transmission matrix, Tl(k), can be determined. Then, the scattering amplitude,

f(k, θ), for a particular k and θ can be found by substituting the transmission matrix

into Eq. 2.30 and summing over the partial waves until convergence criteria are met.

Finally f(k, θ) is substitued into Eq. 2.32 to obtain the total cross section, σtot.

2.3.2 Jeffreys-Born approximation

Alternatively, one can obtain an approximate analytical solution of the total cross sec-

tion based on the Jeffreys-Born (J-B) approximation, as previously discussed by Child

(chapter 4 in [14]). From Eq. 2.9, we model the wavefunction as including a plane wave

part and a scattering term. The idea of J-B approximation is to express the scatter-

ing part in terms of outgoing Green’s function, G(r, r′), which allows us to obtain an

expansion for the wavefunction in powers of U(r),

ψl(r) = ψ0
l (r) +

∫ ∞
0

G(r, r′)U(r′)ψl(r
′)dr′. (2.42)

Here the Green’s function is given by,

G(r′, r) = −
ψ+
l (r)ψ0

l (r
′)

k
(r > r′)

= −
ψ0
l (r)ψ

+
l (r′)

k
(r < r′), (2.43)
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2.3. Partial Wave Analysis

where ψ0
l (r) ∼ krjl(kr) and ψ+

l (r) ∼ krnl(kr) represent the wavefunction of the plane

wave and the scattering wave, respectively. When the inter-atomic separation is large,

the effect of the interaction potential will be small, and Eq. 2.42 can be written as [14],

ψl(r) ∼ sin (kr − 1

2
πl)− exp(ikr− 1

2
πl)

k

∫ ∞
0

U(r)ψ0
l (r)dr. (2.44)

Here, we take the asymptotic form of the incoming and outgoing wave functions. We can

then compare the J-B approximation form with the previously derived form in Eq. 2.26,

and get the approximate expression of the phase shift,

ηl = −
∫∞

0 U(r)[ψ0
l (r)]

2

k
dr. (2.45)

Then we can substitute the solution to the incoming wave function,

ηl = −kr2

∫ ∞
0

U(r)[jl(kr)]
2dr = − 2µ

kh̄2

∫ ∞
0

V (r)k2r2[jl(kr)]
2dr. (2.46)

For the high angular momentum collisions where the long-range part of the inter-

action potential has the dominant effect, we can solve for the phase shift. Usually, the

long-range form of the interaction potential is in the form of V (r) ∼ −Cs/rs. Plugging

the long-range form of the interaction potential into Eq. 2.46, we can have

ηl = −2µCs

kh̄2

∫ ∞
0

1

rs
k2r2[jl(kr)]

2dr (2.47)

≈ −2µCs

kh̄2

∫ ∞
0

1

rs
1

2

(
1− l2

k2r2

)− 1
2
dr (2.48)

=
π

1
2 Γ(1

2s−
1
2)

2Γ(1
2s)

µCsk
s−2

h̄2ls−1
(2.49)

This solution is the so-called Jeffreys-Born approximation of the phase shift employed

in the theory of small-angle scattering. Here, we also applied the approximation at long

range, k2r2[jl(kr)]
2 ≈ 1

2(1− l2/k2r2)−1/2 [14]. For the case we study, the interaction is

usually a van der Waals type potential, which has a long-range C6
r6 attraction. For this

long-range interaction potential, we derive the phase shift,

ηl =
π

1
2 Γ(5

2)

2Γ(3)

µC6k
4

h̄2l5
≈ 0.589

µC6k
4

h̄2l5
=
α

l5
, (2.50)
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2.4. Thermally Averaged Collision cross section

If we replace the sum in Eq. 2.32 with an integral and plug in the approximations of

the phase shift, Eq. 2.50, we can calculate the approximate total collision cross section

,

σtot(v) ≈ 4π

∫ ∞
0

(2l + 1)

k2
sin2

(α
l5

)
dl (2.51)

≈ 8.0828
(µC6

h̄2k

) 2
5

+ 7.1889
1

k

(µC6

h̄2k

) 1
5

(2.52)

= 8.0828
( C6

h̄vr

) 2
5

+ 7.1889
h̄

µvr

( C6

h̄vr

) 1
5

(2.53)

This is J-B long-range approximate form of the total collision cross section, but the

(small) second term in σ(v) of Eq. 2.53 is usually neglected in other literature [62, 14].

The collisions resulting in small momentum transfer are predominantly determined by

the long-range part of the interaction potential. Thus, we can notice that the J-B long-

range approximation agrees with the actual total collision cross section computed using

the log-derivative method very well, as demonstrated in figure 2.2 (for this numerical

computation a L-J potential was used).

The dashed line in the figure is the J-B prediction, while the quantum scattering

computed result is shown as the solid curve. The oscillations of the computed 〈σtotv〉(k)

as a function of v are due to the interference between the long-range and short-range

scattering of the interaction potential. It is the result of the interference between the

forward traveling, unscattered part of the wavefunction with the partial waves which

are scattered in the forward direction (i.e., the glory oscillations). The interference term

disappears if we ignore the short-range contributions or when they are very small.

2.4 Thermally Averaged Collision cross section

In Section 2.3, we derived the expression of the total cross section and the loss cross

section for each specific relative speed, as shown in Eq. 2.16 and Eq. 2.18, respectively.

We can notice that the cross section is a function of the velocity of the relative motion,

vr = h̄k/µ. In our case, the velocity of the trapped particle is very small compared to

the velocity of the incoming particle. Therefore, the relative velocity can be approx-

imated with the velocity of the incoming particle. To simplify the following analysis,

we replace the relative velocity vr with v. Then we need to know the velocity of the
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2.4. Thermally Averaged Collision cross section

Figure 2.2: A plot of the total collision cross section, σtot, versus the velocity of the
incoming particle, v, in the Rb-Ar system. Note that both the total collision cross
section and the velocity are plotted in the log scale. The solid blue line represents the
total cross section calculated using the J-B approximation, while the blue dashed line
represents the total cross section computed numerically using the log-derivative method.
The latter is more accurate. The orange dashed line shows the Maxwell-Boltzmann
velocity distribution (scaled by the maximum value) of the background particles, Ar, at
room temperature, 21◦C, with the most probable speed of 349.6 m/s.

collision particle in order to report the total collision cross section . However, in the

real world, it is difficult to have a single velocity source of particles. On the contrary,

the collision particles usually have a velocity distribution and can be modeled as the

Maxwell-Boltzmann distribution with the temperature at room temperature. The val-

idation of using the room temperature as the temperature of the collision system is:

The background gas particles are contained within the glass vacuum cell whose dimen-

sions are on the order of several centimeters. These particles collide with the vacuum

chamber walls, thus thermalizing with the temperature of the vacuum chamber, which

is in equilibrium with room temperature. The mean speed of the background particles

is on the order of a few hundred meters per second so that, in the absence of collisions,

they traverse the vacuum system in approximately 250 µs, undergoing thousands of wall

collisions per second. At the pressures used in this work (∼ 10−9 Torr), the mean free

path of the background particles is on the order of kilometers, and the rate for intra-

vacuum particle collisions is on the order of several Hz. Therefore, the wall collisions
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2.4. Thermally Averaged Collision cross section

dominate the gas dynamics and thermalization under our operating conditions. Second,

the cooling effect through the collisions with the trapped cold atoms is negligible. At the

pressure of 10−9 Torr, the density of the background gas is approximately 3× 107/cm3.

In total, there are around 1010 particles in the glass cell, which is much more than the

total number of atoms ( 106) trapped in the magnetic trap. Thus, the average temper-

ature of the whole collision system is unaffected by the whole cold ensemble. Moreover,

the collision rate between the background gas particles and the cold atoms is only on

the order of 1 Hz, which is much slower than the collision rate with the glass cell. In

addition, these cooled atoms will continue to collide with the cell walls, rethermalizing.

In short, the collisions between the background particles and the trapped atoms have a

negligible effect on the temperature of the overall background ensemble.

Hence, instead of determining the total cross section , we measure the thermally

averaged total cross section , 〈σtotv〉, which will be the integration of the total cross

section over the entire velocity distribution,

〈σtotv〉 =

∫ ∞
0

4πv3

∫ π

0
σ(k, θ)dθρ(v)dv

=

∫ ∞
0

4πv3
[2π

k2

∫ π

0

∣∣∣∣ ∞∑
l=0

(2l + 1)Tl(k)Pl(cos θ)

∣∣∣∣2 sin θdθ
]
ρ(v)dv.

(2.54)

Here

ρ(v) =
( m1

2πkBT

)3/2
e
−m1v

2

2kBT , (2.55)

is the Maxwell-Boltzmann distribution. Similarly, based on Eq. 2.18, the velocity aver-

age loss cross section , 〈σloss v〉, can be written as,

〈σloss v〉 =

∫ ∞
0

4πv3
[2π

k2

∫ π

θmin

∣∣∣∣ ∞∑
l=0

(2l + 1)Tl(k)Pl(cos θ)

∣∣∣∣2 sin θdθ
]
ρ(v)dv.

(2.56)

Here, we note that the integral over the scattering angle starts from θmin instead of

zero. This reflects the fact that not all the collisions will liberate an atom from the

trap, reducing the loss rate coefficient, 〈σloss(U) v〉, below the total collision loss rate
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2.4. Thermally Averaged Collision cross section

coefficient 〈σtotv〉. Figure 2.2 illustrates the range of speeds over which the total collision

cross section is integrated over.

Naturally, one can imagine that if the information of the interaction potential, V (r),

is known, we can compute the resulting phase shifts using the log-derivative method or

J-B approximations. Then, plugging in the phase shifts, we can obtain the values of

〈σloss v〉 using Eq. 2.56. Then one can measure the density of the background particles,

n = Γloss/ 〈σloss v〉, from the measured trap loss rate. In fact, this is the most straight-

forward method to obtain the values of 〈σloss v〉 and realize the CAPS. In addition,

other methods allow us to determine the values of 〈σloss v〉 and will be discussed in the

later section 4.
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Chapter 3

Experimental Apparatus

The techniques for producing cold ensembles of atoms are very mature and have been

well described previously [88, 89]. This chapter will describe the details of cooling, trap-

ping, and measuring the trap loss of specific species for our research goals. First, we will

explain the reasons behind choosing Rb atoms and discuss its advantages and disadvan-

tages as the ”sensor” in a cold atom pressure standard (CAPS). Then we will present

the details of building a CAPS apparatus, including the laser system, the magnetic coil

system, the vacuum chamber, and the control system.

3.1 Choice of Sensor Atoms

While many candidate species can be laser cooled and trapped, two of the most popular

species for pressure measurements have been Rb and Li due to their simplicity of atomic

structures, which facilitates laser cooling and trapping. Therefore, we only compare Rb

atoms and Li atoms and provide our reasons for choosing Rb atoms as sensor atoms

over Li atoms.

Vapor pressure

The main advantage offered by Li is its low vapor pressure compared to Rb at room

temperature. According to Clausius-Clapeyron law [90], the vapor pressure of the solid-

state of the material can be modeled as,

log(P/Torr) = A− B

T
+ 2.125, (3.1)

where P is the vapor pressure in Torr, T is the temperature of the material, A and B

are material-dependent constants. For solid Li, A = 10.673 and B = 8310K, and for

solid Rb, A = 9.863 and B = 4215K [91, 92]. Therefore, one can find that the vapor
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pressure for Li at room temperature is ∼ 10−19 Torr, while the vapor pressure for Rb

at room temperature is ∼ 10−7 Torr, as shown in figure 3.1. The low vapor pressure for

Li means that this species will not contaminate the vacuum system to which a CAPS

is attached. Moreover, it will potentially help extend the lower measuring limit of the

CAPS to the extremely high vacuum regime (XHV, Pvap < 10−12 Torr).

To implement a CAPS, regardless of which species is used as the trapped sensor

atom, it is prudent to separate the source of the sensor atoms from the measurement

section of the standard to avoid contamination of the sensor atom source by the gas

being measured and to provide a controlled loading rate of atoms in the test section.

The usual solution is to place a differential pumping tube between the source chamber

and the test chamber, isolating the higher pressure source region from the test chamber.

This mitigates the contamination risk a Rb-based CAPS could pose to a vacuum system

during measurements (See section 3.4 for details).

Figure 3.1: The vapor pressures of Li and Rb at different background temperatures.
The orange line represents the vapor pressure for Rb, while the blue line represents the
vapor pressure for Li. They are calculated based on Eq. 3.1.
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Atomic structures

For both Rb and Li atoms, the ground state electron configuration has a single valence

electron with spin S = 1/2 in an s orbital (L = 0). Coupling between the spin of the

electron, S, and the orbital angular momentum of the electron, L, gives rise to the fine

structure, which leads to the sum of these angular momenta being a good quantum

number, J , with a range from |L − S| to |L + S|. The spin-orbital coupling leads

to a splitting of the first excited state (L = 1) into two levels, 2P1/2(J = 1/2) and

2P3/2(J = 3/2). The energy transitions between the ground state, 2S1/2, and the 2P1/2

and 2P3/2 levels are respectively referred to as the D1 and D2 transitions.

These species have nuclear magnetic moments and nuclear electric quadrupole mo-

ments (characterized by their nuclear spin, I) which couple to the electrons. These

hyperfine interactions further split the atomic energy levels into total angular momen-

tum states, F = I + J . The fine and hyperfine structure of the ground state and 2P3/2

excited states of of Li and Rb are shown in figure 3.2 and figure 3.3 (Note that both

Rb and Li atoms have two isotopes, 87Rb, 85Rb and 7Li and 6Li, each of which has

different total nuclear spins, I). The theory of laser cooling and trapping has been

thoroughly summarized and well presented in previous literature [93, 94, 1], thus, will

not be discussed here. In short, two sets of lasers, pump and repump light, are required

to cover D2 transitions in order to Doppler cool Rb or Li atoms, as shown in figure 3.2

Figure 3.2: Hyperfine energy diagrams for 85Rb (I = 5/2) and 87Rb (I = 3/2). The
hyperfine energy separations are indicated for each electronic state. The red dashed
lines represent the pump light which covers the transition from the higher hyperfine
ground state, F = |I+J |, to the corresponding excited state, F ′ = F +1. Similarly, the
blue dashed lines represent the repump light which covers the transition from the lower
hyperfine ground state, F = |I − J |, to the corresponding excited state, F ′ = F + 1.
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Figure 3.3: Hyperfine energy diagrams for 7Li (I = 3/2) and 6Li (I = 1) are shown
above. The hyperfine energy separations are indicated for each electronic state. The
red dashed lines represent the pump light which covers the transition from the higher
hyperfine ground state, F = |I + J |, to the corresponding excited state, F ′ = F + 1.
Similarly, the blue dashed lines represent the repump light which covers the transition
from the lower hyperfine ground state, F = |I − J |, to the corresponding excited state,
F ′ = F + 1.

Atoms trapped in a MOT are continuously absorbing and re-emitting the trapping

light and thus spend some amount of time in the electronic excited and electronic

ground states. However, atoms in the ground states and the excited states have different

collision cross section with background particles. Therefore, using a MOT-based CAPS,

one needs to know the fraction of the excited states, which can be studied by solving

and simulating the rate equations [75]. For Rb atoms, the energy splittings between

the two excited states are so large that each state can be accessed by the pump and

repump light, respectively. Therefore, the population of Rb atoms distributed over those

states can be calculated using rate equations. However, the energy splittings between Li

excited states are very narrow, even smaller than the natural linewidth of the transition.

It would be difficult to resolve them and, therefore, hard to know the population of Li

atoms among the excited states.

The maximum trapping magnetic field

The CAPS has been designed to study the collision-induced loss of atoms held in a

magnetic trap (MT). These traps have the advantage of being very shallow which

makes them amenable to studying quantum diffractive collision-induced losses. Also,

the trapped ensemble can be prepared in a single quantum hyperfine state which sim-

plifies the interpretation of the loss rate measurements. In the presence of an external
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magnetic field, each hyperfine state,F , will be split into 2F + 1 different sublevels that

can be labeled by their hyperfine sublevel quantum numbers |F,mF 〉. To simplify the

cold atom ensemble state preparation and the interpretation of the experimental data,

the F = |I − J | states are generally chosen to be trapped states since these have fewer

magnetic hyperfine sub-states suitable for magnetic trapping (one for 87Rb, 7Li, and

6Li, two for 85Rb).

In addition, when holding atoms in a MT, it is more advantageous to select atomic

species for which there is a single low field seeking state 3. This guarantees that the MT

loss rate is being measured from a single trap depth rather than from an admixture of

atoms in two states with different trap depths. Both 6Li and 7Li have a single ground

state that can be trapped |F = 1/2,mF = −1/2〉 and |F = 1,mF = −1〉, respectively.

However, only 87Rb has the requisite single trappable state, |F = 1,mF = −1〉, while

85Rb has two trappable states |F = 2,mF = −1〉 and |F = 2,mF = −2〉. Holding the

sensor atoms in a single state guarantees that the MT loss rate is being measured from

a single trap depth rather than from an admixture of atoms in two states with different

trap depths.

However, as shown in figure 3.4, there is a limited range of magnetic fields over which

these quantum states remain trappable. At low fields, where the Zeeman shifts of the

states are small compared to the hyperfine state splitting, these states are labeled by

their hyperfine sublevel quantum numbers, |F = 1,mF = ±1, 0〉. Taking 87Rb atoms

as an example (since in this work, we chose 87Rb atoms as our sensor atoms to perform

the self-calibrating pressure standard measurements), magnetic trapping can only occur

when the atoms are in the “low-field seeking” |F = 1,mF = −1〉 state. As the external

magnetic field increases, the Zeeman energy approaches the energy separation of the

hyperfine states. This results in energy eigenstates which have a mixture of |F = 1〉

and |F = 2〉 character for each mF sublevel. In this ”intermediate” coupling regime,

the eigenstate can change its character from trappable to untrappable. To find this

maximum trappable magnetic field, Bmax, and the corresponding maximum trap depth,

3Low field seeking: The energy of such state increases as the magnetic field increases.
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EZeeman = E(B = Bmax)−E(B = 0), one can use the Breit-Rabi formula [60, 95, 96, 97],

E = − ∆Ehfs

2(2I + 1)
+ gIµBmFB (3.2)

−∆Ehfs

2

[
1 +

4gmFµBB

(2I + 1)∆Ehfs
+
(gµBB

∆Ehfs

)2] 1
2
.

Here, ∆Ehfs is the ground state hyperfine splitting without the external magnetic field,

g = gJ − gI , gI and gJ are the nuclear and electronic gyromagnetic ratios, respectively,

µB is the Bohr magneton, and B is the magnetic field strength. We took the derivative

of equation 3.2 with respect to B and calculated the maximum trappable magnetic field,

Bmax. The computed values of maximum magnetic field Bmax and the corresponding

maximum trap depth EZeeman are presented in column 6 and 7 of table 3.1.

Our numerical calculations also support these analytical results. We have written

the Hamiltonian, Htot for an atom in the electronic ground state, subjected to an ex-

ternal magnetic field as including hyperfine interactions, Hhfs and the magnetic field

interaction, HB. In equation 3.3, we are neglecting any terms (fine structure interac-

tions) in the Hamiltonian that are common to all hyperfine and magnetic hyperfine

sublevels. The axis of quantization (z-direction) is chosen to be along the direction of

the local, external B-field:

Htot = Hhfs +HB

= AhfsI · J +
µB

h̄
(gJJz + gIIz)Bz, (3.3)

where Ahfs is the hyperfine magnetic dipole constant. This Hamiltonian is diagonalized

for different magnitudes of the external B-field with the |I, J,mI ,mJ〉 basis. For ex-

ample, the eigenenergies for 87Rb atoms as a function of the magnetic fields are shown

in the first plot of figure 3.4 for the 3 magnetic hyperfine sublevels that correlate to

|F = 1,mF = 0,±1〉 at zero field. The energy of the trappable state |F = 1,mF = −1〉

reaches a local maximum at Bmax = 1221 G with a corresponding maximum trap depth,

EZeeman/kB = 22.0 mK. These calculations agree with the predictions of the Breit-Rabi

formula. One can also perform the similar analysis for the F = |I − J | ground state of

other sensor atoms 6Li, 7Li, and 85Rb. The results are summarized in column 6 and 7

of table 3.1.
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Atom F gF State |F mF 〉
(
dB
dz

)
0
/(G/cm) Bmax/G (EZeeman/kB)/mK

6Li 1
2 −2

3 |12 −
1
2

〉
3.16 27.2 0.314

7Li 1 −1
2 |1 − 1〉 2.46 144 2.59

87Rb 1 −1
2 |1 − 1〉 30.5 1221 22.0

85Rb 2 −1
3 |2 − 2〉 22.4 722.5 18.6

Table 3.1: Atomic parameters for magnetic trapping. Column 1 lists the atomic species,
column 2 provides the hyperfine quantum number of the state, column 3 has the ap-
proximate Landé g-factor for this state, column 4 lists the state being trapped, column
5 gives the minimum field gradient to support the atom under gravity (The calculation
methods are presented in section 3.3.2 ). Column 6 provides the maximum magnetic
field that can support a trapped state, and the values are quoted from [6]. Column 7
provides the maximum Zeeman energy associated with the Bmax values. The methods
of calculating the maximum magnetic field and the maximum Zeeman energy can be
found in section 3.1

As one can observe in figure 3.4 and table 3.1, 6Li and 7Li has a maximum Zeeman

energy, U/kB, of only 0.314 mK and 2.59 mK, respectively, while 87Rb has a much higher

critical energy of 22.0 mK for the |F = 1,mF = −1〉 state. In fact, the maximum

trap depths for a trapped ensemble are even less than the values listed due to the

effect of gravitational energy and the temperature of the sensor atom ensemble (details

are explained in section 4.2.2). When using the self-calibration method with the MT-

based CAPS, the greater the accessible range of the trap depth one could achieve, the

higher the accuracy of the 〈σtotv〉 values measured (details are explained in chapter 4).

Therefore, one can achieve a higher trap depth with 87Rb as sensor atoms and achieve

a higher precision in determining the value of 〈σtotv〉.

Cost

Finally, from the practical point of view, the cost of an Rb-based CAPS is lower than

a Li-based CAPS, and the robustness of an Rb-based CAPS is higher than a Li-based

one. Those advantages are directly related to the robustness of semiconductor laser

media at 780 nm as opposed to 671 nm. A 780 nm laser system is much more reliable

and longer-lived than a 671 nm. This helps to make the Rb-based cold atomic pressure

standard easily portable, which could be shipped to other places in the world to directly

compare with other UHV standards. For these reasons, we believe that it is easier to

commercialize a Rb-based rather than a Li-based CAPS.

Based on the comparisons above, we believe 87Rb is a better fit to build the CAPS.
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Figure 3.4: Zeeman splitting of the ground state of an Rb or Li atom. The red curves
indicate the magnetic field range of the trappable states. For the atoms in their lower
hyperfine state, both 6Li and 7Li have a single lower hyperfine ground state that can
be trapped |F = 1/2,mF = −1/2〉 and |F = 1,mF = −1〉, respectively. 87Rb has the
requisite single trappable state, |F = 1,mF = −1〉, while 85Rb has two trappable states
|F = 2,mF = −1〉 and |F = 2,mF = −2〉. Note the states are labeled using their
sublevel quantum numbers when the external field is low.

All of the work presented in this thesis was obtained from an apparatus designed to

work with Rb atoms.
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3.2 Laser System

The first important part of the CAPS is the laser system, which consists of multiple

leading laser units, a frequency lock system, a power amplification system, and essential

optics. The output of the laser unit is frequency selected and stabilized. Then the

light goes to one or more power amplification systems to obtain sufficient power for the

magneto-optical trap (MOT). The amplified light will then be frequency shifted and

magnified/demagnified through a group of optics in order to form the beams required

for the MOT. In this section, I begin by introducing the leading laser units. Then I will

introduce the frequency stabilization system and the laser power amplification system.

Finally, I will present the details of the optics design.

3.2.1 Laser units

As discussed in section 3.1, two sets of lasers are required to Doppler cool and trap

87Rb atoms. One is the pump laser which drives the transition from 52S1/2|F = 2〉 →

52P3/2|F ′ = 3〉, the other is the repump light driving the transition from 52S1/2|F =

1〉 → 52P3/2|F ′ = 2〉.

The frequency difference (frepump − fpump) between them is about 6.56 GHz, which

falls in the operating range of the electro-optical modulator (EOM). Therefore, one

can generate the repump light using an EOM to generate phase modulation induced

sidebands of the pump light. This approach may be useful for building a portable cold

atom system since it eliminates the need for a separate laser to generate repump light.

However, we generate the pump and the repump light using two home-build extended-

cavity diode lasers (ECDL), referred to as leading lasers. They are designed to have a

wide (∼ 8 GHz) mode-hop free range covering both the pump and repump transitions,

making them interchangeable. The detailed design of home-build ECDL lasers can

be found in [98, 99], but the original laser diodes have been replaced with ones from

Thorlabs (L785P090). With this new type of diode, the output power after the grating

is around 50 mW with the driving current at 90 mA. The littrow configuration is used in

the laser design, as shown in figure 3.5. In this configuration, 1st order diffraction beam

is directly reflected directly back from the grating to select the frequency of injection,

whereas the 0th order beam is sent out as the output of the laser.
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Therefore changing the grating angle, the laser feedback frequency will be changed,

which controls the laser output frequency. With this feature, one can stabilize the laser

frequency by continuously adjusting the grating angle, which is achieved by using the

angle piezo and the length piezo, as shown in figure 3.5 (a). However, the feedback

from mechanically steering the grating is slow, so we also need to provide a fast control

by adjusting the laser diode current via a home-built current controller. One of the

disadvantages of using the littrow configuration is that the angle of the output light will

be changed if the selected frequency varies. This will make the alignment of the beam

through the downstream optics change with the laser frequency. Fortunately, the angle

of the grating does not change significantly once the laser is locked, so the alignment of

the optics need not be changed.

The horizontal and vertical knobs in figure 3.5 are used to manually align the in-

jection of the laser diode and coarsely select the frequency. One should know that the

vertical knob controls the direction of the reflected beam, thus, mainly determining the

injection quality of the laser diode. The better injection, the wider the mode-hop free

tuning range will be. The horizontal knob controls the relative angle of the grating

to the laser diode, thus setting the reflected beam’s frequency. One should adjust the

vertical knob to obtain a good injection (determined by monitoring the reduction in

the laser’s threshold current) and then adjust the horizontal knob to select the desired

frequency. Besides the mechanical control of the laser diode grating, the temperature

of the diode is also controlled by a Peltier element attached to the bottom of the laser

mounting frame, which is driven by a temperature controller. At room temperature,

the fluctuations of the diode temperature is about ±1◦C, which is not ideal. Our lab

is planning to build a temperature-controlled enclosure for the leading lasers, and the

hope is that this will help reduce temperature fluctuations.

3.2.2 Frequency stabilization system

Since the output light from the laser unit is frequency selected by the grating, the align-

ment and thus frequency can vary due to the environmental changes such as vibrations

or variations of the temperature or the pressure. Therefore, an external locking system

is needed to achieve active feedback control to the grating position to provide long-term

stability of the laser frequency. The most common method for locking an Rb laser is
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Figure 3.5: A photo and schematic of the leading laser unit. Panel (a) shows the internal
design of the laser unit. Panel (b) shows the schematic of the littrow configuration of
the laser design.

called Saturated Absorption Spectroscopy (SAS) locking, also being used here, which

relies on the Rb atoms’ hyperfine transitions. The principle of this locking method has

been widely discussed in the literature [100, 101, 102]. Here, I will only focus on the

practical issues of its use in our setup. An intuitive picture of this method is that it

uses the Rb atomic transition as a reference to continuously correct/adjust the laser’s

frequency.

To scan over all the possible atomic transitions, the laser current and the laser grating

are ramped by an external input (shown by the yellow trace shown in figure 3.7). The

transmission of the laser light through a cell filled with Rb vapor is monitored and reveals

Doppler broadened absorption dips for both Rb isotopes (blue trace in figure 3.7). The

schematic of the locking system is shown in figure 3.6. The light from the leading

laser goes through a polarizing beam splitter (PBS) and is first split into two arms;

One is used as the reference light to lock the repump leading laser, the other continues

traveling. After another PBS, the latter one is also split into two beams; One is used as

the seeding light for the following laser, and the other is sent to the SAS locking system.
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Figure 3.6: A diagram of the laser system. The top part shows the design of the pump
leading laser, which drives the transition from 52S1/2|F = 2〉 → 52P3/2|F ′ = 3〉. A
portion of the light is sent to the SAS locking system. The remaining light is used as seed
light to injection lock the first following laser. While the repump leading laser shown in
the bottom part is offset locked to the pump leading laser, which drives the transition
from 52S1/2|F = 1〉 → 52P3/2|F ′ = 2〉. The ”ROSA” in the diagram represents the
optical to electrical converter, and the ”PFD” represents the phase frequency detector
and the reference signal is generated by an Analog Devices board (ADF 5355). The
”100 MHz” signal is fed from a DDS, which is clocked by a GPS guided oscillator.

The one sent to the SAS system is further split into two beams; The weaker ”probe”

beam strikes a photodiode after being transmitted through a Rb vapour cell. The sec-

ond, stronger, ”pump” beam passes through an acousto-optic modulator (AOM) which

shifts its frequency, then counter-propagates through the Rb vapour cell, overlapping

the probe beam. The strong pump beam depletes the population of specific velocity
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groups of atoms in the Rb vapour cell within the beam. When the probe beam interro-

gates the same velocity classes, the reduction in absorption is detected on the monitor

photodiode. The signal of the probe beam on the PD is shown as the blue trace in figure

3.7, each peak represents each hyperfine transition, which is referred as the absorption

spectroscopy.

The AOM here detunes the frequency of the pump arm by νAOM so that the final

frequency of the leading laser is νlead = νatomic− νAOM/2, where νatomic is the frequency

of the selected atomic transition. In addition, the AOM is used to generate the derivative

of the saturated absorption signal, shown in the pink trance in figure 3.7, so that we can

isolate the frequency variation from the laser power variation. The modulated signal

will then be demodulated by a mixer and sent to the PID controller to generate a laser

current feedback signal and the grating angle/position feedback signal. We have found

the linewidth of the leading laser under this locking scheme can be on the level of 2 to

3 MHz.

The same locking scheme can be applied to the repump leading laser. However, we

chose to lock the repump light with the offset lock method. Different from the SAS lock,

the offset lock method uses the pump laser as the reference and locks the repump light

with respect to the pump laser, as demonstrated in figure 3.6. The pump light and the

repump light are fiber-coupled and overlapped through a fiber combiner. The combined

light is sent to an optical to electrical converter to generate a beatnote signal with the

frequency at ∆νbeat = |∆νpump−∆νrepump|. For Rb cooling lasers, the frequency of the

beatnote is in the range of 1 to 7 GHz, so we can easily generate a reference analog signal

within the frequency range. Here, we use an analog board (ADF 5355) to generate a

signal 100 MHz below the beatnote frequency. This is because the difference between the

beatnote and the analog signal can later be compared to another precise signal at 100

MHz which is locked to the GPS. The comparison happens through a home-built phase

frequency detector (PFD). The result of the comparison is used as an error signal and

sent to a PID box to generate the feedback signal, which eventually locks the repump

laser. After the offset locking, the linewidth of the repump laser can be achieved on the

same level as the pump laser (reference laser). The advantage of the offset lock is that

it is fairly easy to implement, while the disadvantage is the performance of the offset

locked laser is highly determined by the referenced laser.
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Besides these two mentioned locking schemes, there are many other locking meth-

ods. Suppose the desired frequency of the laser is nowhere near any natural atomic

transitions. In that case, the Pound-Drever-Hall method can be used, which relies on

the frequency selection property of the Fabry–Pérot cavity. More details can be found

in [103, 104, 105].

Figure 3.7: A plot of laser locking signal. The yellow trace shows the triangle ramp
signal of the leading laser. The blue trace represents the Rb absorption signal, which
reflects the signal of the probe beam on the PD. The pink trace is the derivative signal
of the blue trace, also referred as the error signal. Peak 1 and 4 represent the transitions
of 87Rb atoms from hyperfine ground state |F = 1〉 and |F = 2〉, separately, to all the
excited states in 2P3/2 level. Peak 2 and 3 represent the transitions of 85Rb atoms from
hyperfine ground state |F = 2〉 and |F = 3〉, separately, to all the excited states in 2P3/2

level.

3.2.3 Power amplification system

After sending the portion of the light from the leading laser to the locking system,

the power available for running the experiment is only about 5 mW, too low to laser

cool and trap Rb atoms. Therefore, an amplification system is required to amplify the

laser power while maintaining the frequency of the laser at the same time. Here, we

implemented the injection locking scheme [106, 107], as demonstrated in figure 3.6.

Some of the light from the leading laser is sent to the following laser as the seeding
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light. Usually, the following laser can output a much higher power than the leading

laser. Here, we use a high power diode L785H1 from thorlabs for the following laser,

which can output up to 200 mW with an injection current of 200 mA. If the frequency

of the seeding light is close to the frequency of the free-running following laser, then the

following laser can output the light at the same frequency as the leading laser, which is

called injection locking. The performance of the injection locking relies highly on the

seeding light power and frequency. Usually, a seeding light with a higher power and

whose frequency is closer to the frequency of the free-running following laser leads to a

more robust performance of the injection locking. One good indicator of the performance

is called injection factor, B, which can be calculated by the expression,

B =
W1 −Wb

W2
. (3.4)

Here W1 and W2 represent the power of the following laser with and without the seeding

light running at its threshold current 4, which is 40 mA for L785H1 type diode. Wb

represents the baseline power when there is only the seeding light and no following laser.

The higher the injection factor, B, the better the injection-locking performance.

Suppose the power after the following laser is still not enough. In that case, we

can add a second stage of the amplification system similar to the first one utilizing the

injection locking scheme. We used the light from the first following laser as the seeding

light distributed to different experiment apparatuses. We built a second-stage power

amplification system for each apparatus to amplify the seeding light. The experiment

apparatus introduced in this thesis requires a very high pump power, so a third-level

amplification system is involved. In this third amplification system, we used a tapered

amplifier (TA) as the following laser, bought from Toptica. The power of the seeding

light injected into this TA cannot exceed 45 mW. Here, we use 38 mW of injection

power. The TA can output about 2.2 W at the current 3100 mA. The maximum output

power is 3.8 W at the maximum operating current 4500 mA. Warning: This TA

should not be operated (i.e. turned on) without seeding light applied and it

should not be left off with seeding light incident on the chip for an extended

period of time.

4The threshold current means the minimum current required to initiate laser diode operation.
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Figure 3.8: A schematic of the following laser setup. A seeding light from the leading laser unit first injection locks a following laser in
the pump laser system. Next, the output from the pump following laser is guided into a tapered amplifier (TA) through a fiber. Then
the output from the TA will be split into three parts, one is used as the 3D MOT pump light, the second one is used as the push light,
and the third one is used as the 2D MOT pump light. Their frequencies are all being first shifted by the double-pass AOM system and
then guided into the 3D and 2D MOT system. A similar power amplification setup is used in the repump laser system without a TA
since the power requirement of the repump light is low. Instead of controlling the 3D and 2D repump laser frequencies separately, they
have the same frequency by sharing a double-pass AOM system.
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3.2.4 Essential optics and additional lasers

Tabletop optics

After the light is amplified by the power amplification system, it will be further split

and sent to different regions of the apparatus, such as the 3 dimensional (3D) MOT

section and the 2 dimensional (2D) MOT section. This is achieved using a combination

of the half waveplates (HWP) and the polarizing beam spliter (PBS). As shown in figure

3.8, the pump light after the TA is divided into the 3 dimensional (3D) MOT pump

light, the 2 dimensional (2D) MOT pump light, the push beam, and the optical pump

beam. Next, the repump light is split into the 3D MOT repump light, and the 2D

MOT repump light. Both the pump and repump laser beams going to the 2D MOT

section travel in free space. They are combined through a PBS, then they are expanded

through a telescope into a 1.5 inch 1/e2 diameter beam before going into the 2D MOT

section, as shown in figure 3.10 (a).

We send the laser beams to the 3D MOT region via fibers, which makes post-

fiber alignments much easier if the optics before the fiber are changed. To avoid the

variation of the polarization of the pump light over time, the pump light is sent through

a Glan–Thompson (GT) prism after the fiber, as shown in figure 3.10 (b). Then it goes

through a telescope so that the 1/e2 diameter is expanded to 1 inch. However, the

setup of the repump light is slightly different since Rb atoms are not very sensitive to

the polarization of the repump light. This is because the energy splitting between the

two hyperfine ground states, |F = 1〉 and |F = 2〉 is relatively large. As a result, the

atoms cycling in the main transition |F = 2〉 → |F ′ = 3〉 is less likely to leak out to the

lower hyperfine ground state, thus depending less on the repump light. Therefore, we

don’t need to add a GT into the repump laser path, and we can use a large beam fiber

collimator (F810FC-780) for the repump light, which makes the alignment easier.

The pump and the repump beams are overlapped through a PBS and sent to the 3D

MOT glass cell along 3 perpendicular axes to form the MOT, as shown in figure 3.11.

The HWPs in the combined laser path are used to adjust the power balance between

two arms. Each arm of the combined light is sent through a quarter waveplate (QWP)

to create the requisite right-hand circular polarization (RCP) in order to drive σ−

transition (|F,mF 〉 → |F,mF − 1〉) of the atoms with the help of the trap’s magnetic
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field. Note the vertical arm of the MOT light has an opposite polarization to the

horizontal arms due to the opposite direction between the axial and radial magnetic

fields generated by the magnetic coils in an anti-Helmholtz configuration. We also add

QWPs in their retro-flection path to keep the RCP polarization.

Optical pumping light

Besides the pump and repump light here, we add an optical pump (OP) beam which is

used to assist in driving Rb atoms from their lower stretched states |F = 2,mF = −2〉

to the higher stretched states |F = 2,mF = +2〉 since |F = 2,mF = −2〉 state is

not trappable in the magnetic field, as shown in figure 3.9. Atoms trapped in the

|F = 2,mF = +2〉 state experience a higher trap depth than atoms trapped in the

|F = 1,mF = −1〉, which will help determine 〈σtotv〉 more accurately (details can be

found in section 5.1). To transfer atoms from their lower stretched states |F = 2,mF =

−2〉 to the higher stretched states |F = 2,mF = +2〉, we should drive σ+ transitions

(|F,mF 〉 → |F,mF + 1〉), as demonstrated in figure 3.9.

This can happen when the magnetic field points along with a right-hand circular

polarized (RCP) light or the magnetic field points toward a left-hand circular polarized

(LCP) light. Here, we choose the polarization of the OP light as RCP by using a QWP

and adding an extra magnetic field pointing along with the OP light. The extra magnetic

field is generated by a set of compensation coils will be introduced in the later section

3.3.3. However, the reflected OP light is not sent through a QWP, so the polarization

of the reflected beam is LCP. In the presence of the same extra magnetic field, the

reflected beam can also drive σ+ transitions, which will increase the OP efficiency. We

have found that the polarization of the OP light significantly affects the OP efficiency,

so we also add a GT in the path to keep the polarization clean.

The generation of the optical pumping light is shown in figure 3.8. We pick up the

zeroth-order light of the 2D MOT pump after the AOM and send the light to another

AOM to red detune this laser beam by 67 MHz, shifting it on resonance with the

|F = 2〉 → |F ′ = 2〉 transition. The light is then sent to the 3D MOT region via a fiber.

Similarly, both the pump and the repump light are also required further frequency

shifted since the SAS locking system, and the offset locking system are designed to lock

the frequencies of the pump and the repump at 180 MHz red detuned to the transitions
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Figure 3.9: Hyperfine splitting and Zeeman sublevel energy diagrams for 87Rb (I = 3/2).
The hyperfine energy separations are indicated for each electronic state. The red dashed
line represents the pump light which covers the transition from the upper hyperfine
ground state, |F = 2〉, to the excited state, |F ′ = 3〉. Similarly, the blue dashed
line represents the repump light which covers the transition from the lower hyperfine
ground state, |F = 1〉, to the excited state, |F ′ = 2〉. The green dashed line represents
the repump light which covers the transition from the hyperfine ground state, |F = 2〉,
to the excited state, |F ′ = 2〉. Different color-coded is for distinguishing different lasers
not representing the actual wavelength. The right panel shows the Zeeman sublevel
splittings for the corresponding hyperfine states. Here, the pump laser drives the σ−

transition, repump and optical pump lasers drive the σ+ transitions. The details are
presented in text.

|F = 2〉 → |F ′ = 3〉 and |F = 1〉 → |F ′ = 2〉, respectively. This is achieved by using

acoustic-optical modulators (AOM). The AOMs are from IntraAction Corp. with the

center driving frequencies at 80 MHz. To set the laser detuning back to resonance, we

pass the light through an AOM driven with an RF signal at 90 MHz and in a double-pass

configuration [108], as shown in figure 3.8. One can change the output laser frequency

by adjusting the driving frequency of the AOM. The double-pass configuration provides

several advantages: One is to prevent the beam from steering during the change of the

driving frequency, the other benefit is to keep the power of the light after the AOM

constant over a large range of driving frequencies. With careful alignment of the laser

through the AOM, one can achieve a ∼ 110 MHz frequency range of power larger than

150 mW, as plotted in figure 3.12.

Although setting up the AOM in the double-pass configuration gives us a constant

power range, we still find that the power of the light drifts over time due to the change

of the temperature of the AOM or the variation of the amplitude of the AOM driving
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Figure 3.10: A schematic of the lasers going into the 2D and 3D MOT region. Panel
(a) shows the optics design for the 2D MOT side. The optics design is mirror symmetry
of both arms. The lens L1 is plano-concave with a focal length, f = −50 mm. L2 is a
f = −75 mm plano-concave lens, and L3 is a f = +200 mm plano-convex lens. Panel
(b) shows the optics design for the pump and repump light going into the 3D MOT
section. The pump and the repump beam are combined through a PBS.

signal. To achieve a more stable power during the experiment time, we implement a

PID power stabilization system. Figure 3.10 (b) shows the schematics of PID power

stabilization systems for both the pump and the repump light. They share the same

design: First, we used a piece of glass to pick up a small portion of the light (< 2

mW) after the GT. It was thick to avoid interference fringes being superimposed on the
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Figure 3.11: A detailed schematic showing the inside of the tabletop optics in figure 3.10.
The pump and the repump light (red lines) are combined through the HWPs (orange
plates) and a PBS and sent to the MOT region. The QWPs (green plates) are added
to create the circular polarization needed (RCP) to drive σ− transitions of the atoms.
However, the OP light (blue line) is used to drive σ+ transitions in |F = 2〉 → |F ′ = 2〉
in order to help atoms accumulate in |F = 2,mF = 2〉 state to optimize the transfer into
the magnetic trap. The polarization of the incident optical pump light is set RCP with
a QWP, but an extra magnetic field is added along the same direction (this additional
field is generated by the compensation coils, shown in figure 3.16). The reflected OP
light will not go through a QWP so that it has the left-hand circular polarization (LCP)
and also drives σ+ transitions with the same magnetic field. This improves the optical
pumping efficiency. The catalysis light (green line) is focused on the atoms through a
short-focus lens (f = 100 mm). The details of the catalysis setup can be found in the
text (section 3.2.4). The ‘MI’ (black block) in the repump beam path represents the
motorized iris, which is used to vary the size of the repump beam to control the trap
depth of a MOT (details can be found in section 6.2.2).
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Figure 3.12: A plot of laser power versus the driving frequency of the AOM. The black
dots are experiment data, the red line is fit to guide eyes. The FWHM is found to be
around 110 MHz, which means the system can output up to 150 mW of laser power
over this range.

feedback signal to a PID box. Then, the picked-off light is focused on a PD through a

single lens. The PD signal is compared with an analog DC voltage, which indicates the

power set point. The comparison result, referred to as the error signal, is then sent to

the PID control box. Finally, the output of the PID box will adjust the attenuation of

the driving amplitude of the AOM through a variable attenuator. Varying the driving

amplitude of the AOM will change the power of the light, which provides the power

control option.

With the PID power stabilization system, we found that the laser power’s short- and

long-term stability has been greatly improved. Figure 3.13 shows a measurement of the

power stability of the pump light with and without the PID control. As one can see,

the power of the pump laser power drifts significantly over time with the uncertainty of

around 40 % if the PID control system is not implemented. In contrast, the uncertainty

drops to about 0.1 % under the control of the PID system. The short-term stability is

also increased by more than a factor of 2 when the PID control system is in use. Similar

results can be found in the Allan deviation measurements for both cases, as shown in

figure 3.13 (b).
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Figure 3.13: A plot of the laser power stability measurement with and without the PID
control system. Panel (a) shows the laser power as a function of time. Blue circles
and red squares represent the case with and without the PID control, respectively. The
laser power is measured with a photodetector (PD), and the voltage level of the PD is
proportional to the laser power. Panel (b) shows the Allan deviation of measurements
in (a).

Photoassociation laser

Finally, we added an additional photoassociation laser, referred as the ‘catalysis’ laser,

to the system. This ‘catalysis’ laser (CAL) is used to measure the trap depth of the

MOT [71, 66]. In a MOT, two colliding cold ground state atoms can resonantly absorb a

photon from the CAL, which excites them to a repulsive molecular state. The molecule

quickly dissociates, and the atoms move apart, picking up kinetic energy and then spon-

taneously emitting back to the ground state. The mechanism of the photoassociation

process is illustrated in figure 3.14. The kinetic energy picked up by each atom in the
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case of homonuclear collisions is h∆cl/2 where ∆cl is the detuning of the CAL above

the atomic resonance between the ground and the excited state (52S1/2 to 52P3/2 in the

case of 87Rb). If h∆cl/2 > U , where U is the trap depth, then the CAL will cause a

loss of the atoms from the trap. Therefore, by measuring the trap loss as a function

of the CAL’s detuning, the average MOT trap depth can be determined from the peak

loss rate (more details of the trap depth measurements are discussed in section 6.2.2).

Figure 3.14: A ‘catalysis laser’ excites the ground state atoms to a repulsive excited
molecular potential. The Rb2 molecular potential energy curves shown are taken from
reference [109]. The atoms quickly repel each, picking up h∆cl/2 in kinetic energy for
the homonuclear case. ∆cl is the detuning of the catalysis laser above the 52S1/2 to
52P3/2 atomic resonance for 87Rb. A loss will result if the kinetic energy imparted to
the atoms is greater than the trap depth.

The experimental setup of the CAL is presented in the top part of figure 3.11. A
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distributed feedback (DFB) laser is used to generate the seeding light for the CAL. The

DFB laser diode (EYP-DFB-0780-00080-1500-TOC03-0005) is purchased from Toptica

Eagleyard. The output frequency of the DFB diode can be varied as a function of the

operating current and the temperature. We have measured that the frequency varies

by -1.15 GHz/mA and -20.5 GHz/◦C, and the output light is on resonance with the

pump transition (F = 2 to F ′ = 3 in the case of 87Rb) when the current is at 183 mA

and the temperature is 36.8◦C. The current and the temperature of the CAL are both

controlled by the controller from Vescent (D2-105) and are programmed by the external

analog inputs. We can vary the temperature from 15◦C to 40◦C (max temperature)

and vary the current from 100 mA to 180 mA. Below 100 mA, the output power of the

DFB laser is not enough to injection lock the TA system, as discussed next.

The output of the light from the DFB laser is not enough to induce the photoas-

sociation process in a MOT, especially when the detuning is far away. Therefore, we

amplified the DFB laser power through a tapered amplifier (TA) purchased from Top-

tica (BoosTA). The frequency of the TA output follows the frequency of the DFB laser

through the injection lock, as mentioned in section 3.2.3. The output power of the

DFB laser is 70 mW at maximum. After the power stabilization system and the fiber

coupling loss, about 20 mW of power is sent into the TA and amplified to 500 mW.

However, as we change the current of the DFB laser to adjust the frequency, we also

change the power. This leads to the power change of the TA as well. To mitigate the

power variation, we also implemented a power stabilization system here. The output of

the TA is sent through an AOM. The zeroth-order is sent to a fiber splitter (PN780R5A1,

Thorlabs). One of the fiber splitter outputs is sent to a wavemeter which is used to

monitor the frequency of the CAL during the measurements. The other output is sent

to a fiber-coupled PD (DET02AFC). The signal of the PD is then sent to the PID lock

system, as we did for pump and repump light. With this PID stabilization system, we

have achieved the power of the CAL stable over 500 GHz frequency tuning, which allows

us to measure the trap depth as large as 14 K.

The first order of the AOM has a power of around 230 mW and is sent to the MOT

region. The beam is first expanded through a concave lens, then focused down to 0.1

mm in 1/e radius through a convex lens (f=250 mm). This convex lens is placed on a

translation stage so that we can finely adjust the beam size at the position of atoms.
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The intensity of the CAL onto the atoms is over 650W/cm2. The alignment of the

CAL needs to be carefully adjusted so that it can overlap with the region of atoms and

involve more atoms in the photoassociation process.

3.3 Magnetic Field Coils

Lasers can apply velocity dependent optical forces that slow the atoms, but due to

gravity, atoms can still drift away from the laser interaction region. Therefore, we need

to apply a confining potential to the atoms so that they can be trapped. This confining

potential can be formed in a variety of ways, such as using an optical trap [110, 111]

or a magnetic trap (MT) [112, 113]. Here, we chose to use the magnetic trap, which

avoids the additional photon scattering from the dipole trap light [63]. For example,

the scattering of photons can heat the atoms, which causes loss after enough energy is

deposited. Also, ODT light induced spontaneous and stimulated Raman transitions can

populate higher-energy ground states that can then suffer single spin-changing collisions

with other trapped atoms. To generate such a confinement trapping field, we use a pair

of the anti-Helmholtz coil. In addition to these primary trapping coils, we also add a

set of compensation coils to generate an additional quantization magnetic field to assist

the optical pumping stage. It can also help cancel out the earth’s magnetic field for

precision measurements. Finally, I will add a single turn radio frequency (RF) coil to

control the trap depth of the atoms in the MT.

3.3.1 2D MOT coils

A detailed discussion of the 2D MOT coils can be found in Dr. Van Dongen’s thesis [1],

including the design and the dimensions of the 2D MOT coils. Thus, here I will provide

a summary. A picture of the 2D MOT coils installed on the 2D MOT chamber is shown

in figure 3.18 (b). These consist of four rectangular coils that generate a magnetic

field gradient along the two perpendicular arms of the four-way cross of the 2D MOT

chamber.

The coils can be removed from the chamber if the vacuum chamber needs to be

baked out. The dimensions of the coils are the following: The inside dimensions of

each coil are 8 by 26 cm. The coil pair surrounding the viewports in the y-direction
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is separated by 8.5 cm, and the pair surrounding the viewports in the z-direction are

separated by 14 cm. There are approximately 10 layers with 12 turns per layer, totaling

120 turns. The wire used was 16 AWG magnet wire from Superior Essex (H GP/MR-

200). With 5A going through all the coils, the magnetic field gradient was measured

using a gaussmeter (model Bell 620) to be 16.6 G/cm along the transverse direction and

0.29 G/cm along the axial direction. An analog channel separately controls the current

of each rectangular coil, and the current range is from -5.0 to 5.0 A.

3.3.2 3D MOT coil

A pair of anti-Helmholtz coils are used here to generate the magnetic field for the

3D MOT. They are constructed from quarter-inch outer diameter copper tubing with a

quoted 0.03 inch wall thickness and 0.0032 inch thick PVC coating from Alaskan Copper

(part NO. 142797). [1]. The outer diameter of the copper tubing, including the PVC

is approximately 8.3 mm, and the inner hollow core is 4.5 mm. The coil has a 188 mm

outer diameter and 38 mm inner diameter. The height of each coil is 73 mm, and the

distance between them is 5 cm, as shown in figure 3.18 (c). There is enough clearance

between the coils and the glass cell to place an RF coil in between. However, this large

separation will reduce the magnetic field gradient generated at the center of the coils.

Therefore, to achieve enough strength, the coils require running a high current, which

will result in generating heat. To remove the heat, we flow water through the hollow

coils at 70-80 psi, and the flow rate of each coil is about 30 liter/s.

The coil is powered by a 60 V, 250 A power supply (Sorensen, LX1), and the

resistance of each coil is 38.5 Ω. The original power outlet we have is 20 A and 208 V

so the maximum power from the outlet is 4160 W less than the maximum power output

of the power supply. However, we found that the breaker goes off very often if we run

the current at 200 A. Therefore, we upgraded the power outlet to 40 A and 208 V to

handle much higher power.

Magnetic field gradient calibration using atoms

One can characterize the magnetic field gradient by measuring the minimum field re-

quired to trap Rb atoms in different hyperfine ground states, |F = 1〉, and |F = 2〉. In

the low field regime, the energy of an Rb atom in the magnetic field can be expressed
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as

EB = −−→µB ·
−→
B (r, I) = −µBgFmF b

′I

√
x2

4
+
y2

4
+ z2. (3.5)

Here, µB is the Bohr magneton, gF = 1/2 is the Lande factor, and mF indicates the

Zeeman sublevels of the hyperfine state (the quantization axis is chosen to be along

the direction of the local magnetic field). The coordinate system is centered at the

location where B=0 between the coils. r = (x, y, z) in Eq. 3.5 represents the position

from the center of the field. I is the current running through the coil, and b′ = dB
dZdI is

the magnetic field axial gradient along the z-direction. Then the magnetic force along

z-axis can be calculated by

FB,z = −dEB
dz

= µBgFmF b
′I. (3.6)

We can see that the minimum magnetic field required to trap an atom happens when

FB,z equals the gravitational force Fg = mg, which leads to

Fg = FB,z

mg = µBgFmF b
′I

b′ =
mg

µBgFmF I
. (3.7)

Therefore, we can determine the magnetic field axial gradient by scanning the magnetic

coil current to find when the atoms start being trapped. An example measurement

of the number of atoms in the magnetic trap as a function of the magnetic field set

by the coil current, I, is shown in figure 3.15. We can see the minimum trapping

current for |F = 1,mF = −1〉 state is 22.4 A, and the minimum trapping current for

|F = 2,mF = 2〉 state is 11.2 A. The ratio of the two minimum trapping currents

matches the ratio of the quantum numbers of the sublevels. Therefore, we can solve

the magnetic axial field gradient b′ = 1.36 G/cm/A, and we can get the radial field

gradient, 2b′ = 0.68 G/cm/A, given the coil is in the anti-Helmholtz configuration.

Those quantities can be used to determine the strength of the magnetic field gradient,

dB/dz. Usually, we run I = 10 A (b′I = 13.6 G/cm) in the coil to trap atoms in the

MOT, while we run I = 200 A (b′I = 272 G/cm) in the coil to confine atoms in the
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MT.

Figure 3.15: Normalized 87Rb atom number versus the MT coil current. The two
vertical lines represent the threshold current at 11.2 A and 22.4 A for trapping mF = 1
and mF = 2 states, respectively. No atoms can be trapped below 11.2 A because the
magnetic force of the MT is not enough to overcome gravity for any atomic state. As
the current increases past 11.2 A, atoms in mF = 2 state can be trapped in the MT and
then level off. As the current passes 22.4 A, atoms in mF = 1 state start being trapped
since the minimum magnetic field gradient to trap mF = 1 state is twice as trapping
mF = 2 state.

3.3.3 Compensation coils

Besides the 3D and 2D MOT coils, we also add a set of compensation coils around the

glass cell. The set of compensation coils consists of six rectangular coils that are made

of the same magnet wire as the 2D MOT coils. A schematic of the compensation coil

is shown in figure 3.16. The coils facing the same direction are connected in series, for

instance coil 1 and 2 are connected in series. We use a home-built current controller to

control the current running through the coil ranging from -5.0 to 5.0 A. The change of

the sign of the current changes the direction of the magnetic field.
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One can use these six coils to offset the earth’s field to perform precision atom

interferometries. Here, we use the compensation coils to provide a strong magnetic field

to improve the optical pumping by defining a quantization axis that points along the

OP light propagation direction. As introduced in section 3.2.4, the purpose of the OP

light is to drive Rb atoms from all mF states to the stretched state |F = 2,mF = +2〉

since |F = 2,mF = −2〉 state is not trappable in the magnetic field. Therefore, we

should drive σ+ transitions (|F,mF 〉 → |F,mF + 1〉). The polarization of the OP light

is RCP, so we need to set the magnetic field to follow the direction of the OP light.

Therefore, we run the compensation coil 1 and 2 at the current -3.0 A and run the

compensation coil 5 and 6 at also -3.0 A. The currents running through the coils have

been optimized. Note that the coil pair can be separated and controlled independently

by an analog signal, which can provide more precise control of the magnetic field.

Figure 3.16: A diagram of the compensation coil and the RF coil. Coil pairs 1-2, 3-4,
and 5-6 are connected in series. The RF coil is placed directly under the trapping region
in the glass cell. The RF signal is generated by a home-built DDS and amplified through
a pre-amp (home-built) and a post-amp (Lzy-22+). The signal later gets dumped into
an attenuator and a 50 ohm load after transmitting through the RF coil.
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3.3.4 RF coil

We apply RF radiation to the trapped atom ensemble to eject those above certain

energy, which sets the maximum trap depth energy of atoms. As discussed in sec-

tion 3.3.2, the magnetic potential energy of an Rb atom in the magnetic trap is E =

−µBgFmF b
′I
√
x2/4 + y2/4 + z2, and the energy difference between the adjacent sub-

levels is ∆E = µBgF b
′I
√
x2/4 + y2/4 + z2. Therefore, if the atom absorbs an RF

photon with energy, hνRF , matching the energy difference of the adjacent sublevels, it

will likely be flipped to the adjacent state. If this new state is not trappable in the MT,

the atom will leave the trap eventually. This process is illustrated in figure 3.17. The

resonant RF frequency νRF can be expressed as,

hνRF = hµBgF b
′I

√
x2

4
+
y2

4
+ z2. (3.8)

As one can see, this sets an oblate spheroid surface in space where the RF field is

resonant with |F,mF 〉 → |F,mF ± 1〉 magnetic dipole atomic transition. Atoms with

sufficient energy to traverse this surface will, with high probability, make the transition

to a non-trapped state and leave the cloud. Then, one can sweep the RF from low, νl,

to high νh and eject all the atoms with the energy above hνl. This method is usually

named as RF “knife”.

Therefore, we need an RF coil to emit the sweeping radiation. Here, we build a

one-loop coil by striping off a BNC cable. Although we can use more turns, we find

that the stronger radiation emitted by the multi-loop coil strongly affects the current

of the leading lasers. This temporarily unlocks the lasers and affects other running

experiments in the lab. Building a complete Faraday cage around the RF coil would

eliminate this effect, which could be designed in the future. Alternatively, one can move

the leading lasers far from the RF coils. Since we are limited by the turns we can use,

we decided to put the RF coil as close to the atoms as possible. It is placed under the

glass cell and 2 cm away from the atoms, as illustrated in figure 3.16.

The RF signal is generated by a home-built direct digital synthesizer (DDS), which

outputs from 0 to 150 MHz. The output signal of the DDS is only -20 dBm which is far

from enough to flip atoms’ transitions. Therefore, we use a home-built pre-amplifier to
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Figure 3.17: The potential energy of 87Rb atoms moving along the z-axis and in different
Zeeman sublevels |mF = 0,±1〉. The RF frequency is swept between νl and νh ejecting
atoms from the magnetic trap whose Zeeman energy lies within the range hνl and hνh.
When the energy of the RF photon matches the energy difference between adjacent
states, the atoms can absorb the photon and make a transition to a different state.
There is an asymmetry to the energy surfaces introduced by the gravitational potential
energy. Atoms reaching the RF surface near the lowest position in the Z-direction have
less potential energy than atoms reaching any other point of the RF surface. The energy
difference is here referred to as the ”gravitational sag”. A similar illustration can be
shown for the X and Y directions, but there is no asymmetry in the energy surface.

amplify this signal to about 10 dBm. We then add a high-power post-amplifier (Lzy-

22+) to further increase the amplitude to about 40 dBm. After transmitting through the

RF coil, the signal gets dumped into an attenuator and a 50-ohm load. The connection

is shown in figure 3.16. Given the power running in the RF coil, we can calculate the

Rabi frequency of the transition,

Ω =

∣∣∣∣gF µB2h̄
Brf

∣∣∣∣. (3.9)

Here Brf is the magnetic field generated by the RF radiation and can be calculated by
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(if the coil is in a circular shape),

Brf =
µ0

4π

2πR2i

(d2 +R2)3/2
, (3.10)

where µ0 = 4π × 10−7 T·m/A is permeability, R = 1.5 cm is the radius of the RF coil,

and i = 0.45 A is the current running through the coil calculated using the Ohm’s law.

d ≈ 2.0 cm in Eq. 3.10 is the vertical distance between the center of the coil and the

atoms. We can find the magnetic field is about 0.032 Gauss, so the Rabi frequency

Ω ≈ 0.1 MHz. Given the Rabi frequency is not so large, we apply the RF signal for a

total duration of > 0.5 s while sweeping the RF frequency between the lower and upper

limit with a sweep rate of 1 GHz so that all target atoms within the cut range can

experience resonant RF radiation and are thereby ejected.
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Figure 3.18: A figure of the overall design of the experiment apparatus. The apparatus consists of a Rb source stage, a 2D MOT section,
a 3D MOT section (measurement section), and the pumping section. Red arrows indicate 2D, 3D MOT beams, and the push beam.
The black arrow shows the port through which the test gas is introduced. A residual gas analyzer is attached to the 3D MOT section to
analyze the gas composition inside the vacuum to examine the purity of the test gas. Also, two ionization gauges (IGs), labeled as ‘a’
and ‘b’ (placed across to the IG ‘a’), are connected to the measurement section.
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3.4 Vacuum Chamber

The next important part of the CAPS is the vacuum chamber which provides the vacuum

environment for trapping Rb atoms. It is constructed of two stages: The source and

measurement stages. A CAD schematic of the whole apparatus is shown in figure 3.18

(a).

3.4.1 Source chamber

Rb atoms are released from a Rb ampoule sitting in the Rb source stage. A UHV valve

(X3202-60098, Agilent) is placed between the source chamber and the 2D MOT chamber

in order to prevent Rb vapor from contaminating the whole system. The source valve

can be opened during the experiment to provide a constant Rb flux so that the Rb

vapor pressure does not drift over time. After finishing the measurements, this valve

needs to be closed. Warning: If one forgets to close the valve and leaves it on

for days, the Rb atoms will corrode the threads of the valve and prevent the

valve from being closed.

The Rb atoms from the source chamber are first captured in the 2D MOT region.

This 2D MOT region is constructed of a six-way cross (SWC 1) and a seven-way cross,

as shown in figure 3.18 (b). The six-way cross has three viewports; two of them are used

to look for Rb fluorescence when filling the chamber with Rb, and the other one on the

back is used to image the 2D MOT through a CCD camera and provide optical access to

the push beam. Note that the push beam and the CCD camera imaging cannot co-exist

since the push beam will saturate the CCD camera and potentially damage the camera.

The seven cross chamber was custom built by Johnsen Ultravac. Two of the lon-

gitude ports are connected to the six-way cross chamber and the measurement section

separately. In addition, four of the ports have the viewports (VPZL-450, kurt Lesker)

installed in order to provide the optical access for the trapping lasers. We have found

that Rb atoms are likely to be condensed on the viewports and crack the seals between

the glass and the steel, resulting in a vacuum leak. The lifetime of the seal is around

two and half years, so one should prepare new viewports before the end of the lifetime

(The last time the viewports were replaced in Mar, 2019). The last port of the 2D MOT

chamber is connected to an ion pump (IP2 9191145, Agilent), which is used to maintain
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the low pressure in the differential pumping tube.

The differential pumping tube is used to separate the source stage and the measure-

ment stage. The Rb vapor pressure in the source chamber and the 2D MOT chamber

are on the level of 10−8 Torr at room temperature. Using two low-conductance differ-

ential pumping tubes allows the base pressure in the “measurement” chamber to reach

the 10−10 Torr level when the ion pump and NEG in that region are on. Figure 3.19

shows a cutaway of the differential pumping section. The first tube in the differential

pumping design separates the 2D MOT chamber from the ion pump. A second tube

then connects the region with the ion pump to the 3D MOT region. The second tube

has a graduated opening to allow for divergence in the atomic beam as it propagates

towards the 3D MOT. Having the ion pump separated from the Rb vapor helps preserve

the ion pump’s lifetime.

Figure 3.19: A cut view of the differential pumping tube. Atoms travel from left to right
through one tube and then through another series of tubes before exiting and going to
the 3D MOT cell. Atoms in the atomic beam have a high directionality and will make
their way through the tubes. Atoms that randomly enter the tubes from the vapour
on either side of the 2D or 3D MOT regions will tend to bounce around in the section
between the two different tube sections and be pumped away by an ion pump.

3.4.2 Measurement chamber

There is a gate valve (48132-CE01-0002, VAT valve) between the 2D MOT section

and the 3D MOT section, which is used to preserve the vacuum in the measurement

chamber while only baking the 2D MOT section. Another six-way cross (swc2) with

viewports is attached to the other end of the gate valve for diagnosing the 2D MOT

beam characteristics exiting the differential pumping tubes. The bottom of this six-way

cross connects to a pumping station (PS1), including a leak valve 59024-GE01, VAT and
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a turbo and scroll pump. This pumping station (“test gas in” arrow in figure 3.18) is

used to introduce the test gases into the chamber and maintain the vacuum level during

the loss rate measurements. The right-hand side of swc2 is attached to a rectangular

glass cell inside where we trap atoms and perform loss rate measurements. The cross

section of the cell is square with inner dimensions of 40 mm by 40 mm. The other

side of the glass cell is connected to a four-way cross. The top port of the four-way

cross is connected to a residual gas analyzer (RGA), which is used to analyze the gas

composition inside the vacuum to examine the purity of the test gas.

The bottom port of the four-way cross is attached to a metal isolation valve. The

other side of the metal isolation valve is connected to an ion pump (IP, VacIon Plus 20)

and a getter pump (NEG, C400-2-DSK ,SAES getters) used to maintain the vacuum in

the measurement chamber. Warning: We have found that the ion pump and the

getter pump need to be valved off during the loss rate measurements since

the pumping flow generated by the IP and the NEG will compete with the

pumping flow from the turbopump station. This creates a pressure gradient

and pressure fluctuations inside the measurement region of the glass cell.

The last port of the four-way cross is attached to a five-way cross which is used

to connect with the ionization gauges (IG). This connection is designed to ensure that

the test gas is introduced, the region of the 3D MOT and IGs experience a stagnant,

constant pressure, with no pressure gradients between the MOT and the IGs. One of

the IGs (a), as shown in figure 3.18, is directly purchased from the industry (MKS)

without calibrations, NIST sent the other one (b) (placed across to the IG ‘a’) after

calibration against their orifice flow standard for Nitrogen. The top port of the five-way

cross is connected to a SRGs that is used to measure the pressure in the HV regime.

The last port of the five-way cross is connected to an isolation valve. The other side of

the isolation valve is an open port that is designed to connect with the future portable

CAPS to perform side-by-side comparisons.

3.4.3 Vacuum Baking

Once the vacuum chamber is assembled, the UHV environment can be achieved through

a process of high-temperature baking. The initial baking procedure has been fully

explained in Dr. Van Dongen’s thesis [1]. However, after the initial baking, the vacuum
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of the apparatus has been breached many times due to the breakage of the viewports

and the failures of the pumps. We have successfully restored the vacuum level after

experiencing those failures. Therefore, I will present the details of rebaking and the

lessons we learned from that.

Once the apparatus is exposed to the atmosphere, even for a short amount of time,

the water and other gas species, H2, CO2, and O2, etc in the air will contaminate the

vacuum. These species are very sticky and difficult to remove at room temperature with

the turbopump. Therefore, baking the apparatus will increase its vapor pressures and

leads to higher pumping efficiency.

Pre-baking

During the baking, the whole apparatus needs to be heated up to at least 200◦C. Since

some of the hardware on the apparatus cannot stand such high temperature, before

the baking, all the high temperature-sensitive parts need to be taken out, including the

2D and 3D magnetic coils, the optics, the ion gauges’ connectors, the spinning-rotary

gauges’ connectors, the RGA, and all the labels.

After removing the items, a separate pumping station (PS 2) should be attached to

the apparatus. This baking station contains a scroll pump, a turbopump, an ion gauge

(843 Varian) to indicate the pressure, a residual gas analyzer (RGA, SRS200A), and a

logger for the thermocouple gauges. First, we should turn on the scroll pump and wait

until the pressure drops below 10−2 Torr. Then we can turn on the turbopump, and

the pressure will asymptote to 10−7 Torr before baking the apparatus. At this point,

one should turn on the RGA and run a Helium leak test to make sure there is no leak

in the apparatus, especially when the viewports have been replaced. One should also

run a leak test after the baking.

Once the apparatus has passed the leak test, we can heat up the apparatus to

about 200 ◦C. Since the whole apparatus is not in a regular shape, using heating tapes

would not be ideal and result in temperature gradients. Here, we used fire bricks (K23

Firebrick and 3 feet by 1 foot Fibre Block Insulation from Greenbarn Potters Supply)

to build an oven around the apparatus. The oven lid was made from 3 feet by 1 foot

Fibre block insulation with double layers put on top. Inside the oven, we placed four

infrared heaters to convection heat the system. The glass cell and the viewports need
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to be wrapped up with aluminum foils to protect against temperature gradients and

anything that melts dropping onto them. All the valves, except the Rb source valve

should be opened up to ensure the pumping flow can reach everywhere. Warning:If

the Rb source value is open during the bake, this can lead to a migration

of Rb into the entire chamber and contaminate it with Rb atoms. However,

there are still some parts that cannot be contained in the oven, for example, the UHV

bellows and the ion pumps. For those parts, one could use heating tapes to wrap around

them. To monitor the temperatures of the apparatus during the baking, we placed a

few thermocouples at various places in the chamber and read them out using a digital

data logger.

During the baking out

Before baking the whole apparatus, the Rb source chamber should be baked and pumped

out first with the gate valves in between the 2D and the 3D MOT section closed. The

purpose is to remove the water vapor inside the source chamber, and the source chamber

will be valved off during the later baking process to protect the science chamber from

contamination from the source chamber. To clean the source chamber, the valve in

the Rb source chamber should be opened, and the temperature of the source chamber

should be brought up over 100 ◦C. A 24 hr baking will be enough to remove the water

vapor inside the chamber. Then one should be careful to close the isolation valve in the

source chamber and keep it closed during the later baking stages.

Then we can start increasing the temperature of the whole apparatus by increasing

the voltage to the infrared heaters and heating tapes with a rate of 5 V/hr. The tem-

perature will reach a steady value, ∼ 170◦ C in around 6 hours. The temperature needs

to be constantly monitored, as if there is a power failure that will cause unsuccessful

baking. The temperature of the main chamber inside the oven should be brought up

first while the outside bellows connected to the turbo station is lagging behind in tem-

perature so that the temperature gradient is in the right direction. The aim is that

outgassed species from the main chamber will be pumped out without the bellows and

turbo station being a large source of contamination to the main chamber.

At the beginning of the baking, the pressure of the chamber increases due to the

outgassing from the steel chamber [114]. The pressure will reach a maximum of about
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10−6 Torr when the temperature reaches the maximum and slowly drops as the baking

continues. At this point, the NEG pump link needs to be activated by applying a DC

voltage in steps of 1 V/min up to 16 V. The voltage is parked at 16 V for 60 minutes,

and the pressure will rise to 10−4 Torr due to outgassing of the NEG. Then the voltage

is brought down to 7 V, which corresponds to 250 ◦C, and is left at that voltage for

the duration of the bakeout so that the NEG would be the hottest spot in the whole

system. To increase the pumping efficiency, the PS1 can be operated as well. This

baking process will last 2 weeks, and the pressure will reach about 7 × 10−8 Torr. At

this point, the ion pumps can be turned on (the cables are connected during the baking

since they can sustain the temperature up to 250 ◦C) and baked for another week. At

first, the LED light on the ion pump controllers would be railing but will drop down to

the final light after 24-hour baking.

After the baking out

After baking for three weeks, the system can be slowly cooled down over the course of

two days. The baking station should be cooled down before the main chamber. The

NEG pump should be reactivated again at 16 V for 60 minutes when the chamber

temperature was below 100 ◦C. Then the system and the NEG pump can be completely

cooled down, and the pressure reading on the ion gauge should be 1.0 × 10−8 Torr,

the lowest reading indicated by the ion gauge. At this point, we should valve off all

the pumping stations and use the ion pumps solely. One can estimate the pressure

of the vacuum chamber by measuring the output voltage of the ion pump, which is

proportional to the pressure of the vacuum. This last IP pumping should last two days.

Finally, the part of the oven that covers the ion gauges in the main chamber can be

removed, and the ion gauges can be turned on. The ion gauges need to be first degassed

by pressing the ”degas” button on the ion gauge controllers, which will help remove the

junk on the filament. In the beginning, the readings of the ion gauges will increase and

then decrease after a while. After 10 minutes (default maximum) degassing period, the

degassing process will end. If the ion gauge readings never drop during the degassing,

one should run the degas. If the ion gauge reading drops to about 2.0× 10−10 Torr over

a day, the baking is successful, and one can remove all the bricks and install all the

parts that have been removed.
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3.5 Control System

The final part of the CAPS is the control system, which is used to control the laser,

optics, and electronic components and record the status of the apparatus. The central

part of the control system is an FPGA (field-programmable gate array) based controller.

The details of the FPGA controller have been discussed in [115]. The FPGA system

takes the byte code (generated with Python 3) from a personal computer (PC) and

translates them into the execution commands. Following the commands, the FPGA

system controls analog outputs (AO), digital outputs (DO), and the DDS channels

sequentially, which completes the full cycle of the measurements. Therefore, one can

program the FPGA with Python 3 to launch measurements with different purposes.

One should note that an FPGA can only handle a certain amount of devices due to

the amplitude decrease of the communication signal after going through many devices.

In our case, there are 16 AOs, 32 DOs, and 24 DDS channels, which are more than an

FPGA can handle. To solve this, we add a ”repeater” to amplify the communication

signal so that all the devices can receive it.

Once the FPGA launches the execution commands, the measurement begins, and

the result of the measurements and the status of the apparatus need to be recorded.

The conditions of the atoms are recorded by a PD and a CCD camera. The signal of

the PD is logged by an analog-to-digital converter (ADC) and sent to the PC, and the

PC directly captures the images of the camera. Thermocouple gauges (TCG) read the

temperatures of the apparatus, and the data are sent to PC through another ADC.

Finally, the pressures inside the vacuum are read by IGs and sent to the PC through

an ethernet connection.
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3.5. Control System

Figure 3.20: A block diagram of the control system. First, a PC sends the programmed
execution codes to the FPGA system. Upon receiving the commands, the FPGA starts
controlling the DOs, AOs, and the DDS channels sequentially, which launches a mea-
surement cycle. The repeater is added here to amplify the command signal. Then, the
status of the apparatus and the conditions of atoms are captured by a set of devices
such as the PDs, cameras, IGs, and thermocouple gauges (TCG). Then the data are
sent back to the PC. This completes a measurement cycle.
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Chapter 4

Magnetic Trap (MT) Based Cold

Atom Pressure Standard (CAPS)

The collision-induced loss rate of cold atoms from a trap is modeled as, Γloss = n 〈σloss v〉.

Here n is the density of the background gas impinging on the trapped atoms and 〈σloss v〉

is the loss rate coefficient. Therefore, if one can measure the loss rate of the atoms, Γloss,

and know the value of the loss rate coefficient, 〈σloss v〉, then the pressure in the vacuum

can be determined based on the ideal gas law,

P =
Γloss

〈σloss v〉
kBT. (4.1)

In this chapter, I will focus on discussing the methods of determining the loss rate

coefficient, which leads to a realization of a MT based CAPS.

As discussed in section 2.3.1, one can compute the scattering phase shifts using the

log-derivative method if the information of the potential energy surface (PES) of the

collision system is known. Plugging in the phase shifts into Eq. 2.56, one then can

calculate the value of the loss rate coefficient. Fortunately, previous researchers have

shown the method of constructing the PES accurately, ab initio method, a numerical

computation method based on first principles [116, 117, 118, 61, 13]. Alternatively,

others have developed several physical models to approximately describe the PES for

a system with van der Waals interactions [119, 120, 121, 12]. These include modeling

the PES as a Lennard-Jones potential and as a Morse potential. For systems with

small numbers of electrons, the theoretical methods can be used to construct the PESs

accurately. However, if the total number of electrons in a collision system increases,

for instance, the atom-molecule or the molecule-molecule collision system, theoretically

constructing the PES and computing the loss rate coefficient is computationally difficult.

The current computation power limits the collision system that can be computed by ab
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initio methods. On the other hand, the physical PES models are challenging to verify

and have large uncertainties.

A second method of determining the value of the loss rate coefficient is using another

independent pressure standard. Inspired by Eq. 4.1, if one can measure the trap loss

rate while measuring the pressure of the vacuum simultaneously using another pressure

standard, then the rate coefficient can be found empirically. Practically, this can be

achieved by connecting the CAPS to an orifice flow standard (OFS), as shown in figure

4.1. Here, the CAPS is connected to the OFS upper chamber. The pressure in the OFS

upper chamber, POFS , can be determined using the flow method as explained in section

1.1.1. In equilibrium, the pressure in the CAPS chamber is the same as the pressure in

the OFS chamber, PCAPS = POFS . Meanwhile, the loss rate of the cold atoms in the

CAPS can be measured, Γloss. Then one can solve the loss rate coefficient for the test

gas in the chamber using,

〈σloss v〉 =
ΓlosskBT

POFS
. (4.2)

However, this method won’t apply to gas species that are not compatible with the OFS

system due to their large viscosity or reactivity.

Figure 4.1: A schematic of a CAPS connected to an orifice flow standard. The operating
principle of the orifice flow standard has been explained in section 1.1.1.

76



4.1. Quantum Diffractive Collisions Universality

4.1 Quantum Diffractive Collisions Universality

In addition to the two methods above, we choose to examine the nature of the physics

of the quantum diffractive collisions that dominate the trap loss variation with trap

depth. We have shown that the loss rate at small trap depths follows a universal scaling

law whose characteristic energy scale is determined by the total collision cross section

dictated by the Heisenberg uncertainty principle. Initially, the trapped sensor atoms

have a small momentum and a large de Broglie wavelength. A collision leads to the

spatial localization of the sensor atom to a region whose size is determined by the total

collision cross section, σtot. Complementarity requires that this position localization be

accompanied by a change in the momentum distribution, even in the absence of direct

momentum exchange, through the interaction potential. Those collisions that impart

the least energy and momentum to the sensor atoms are referred as quantum diffractive

collisions, and we measure the resulting low energy tail of the sensor atoms’ post-

collision distribution function by observing the trap loss probability versus trap depth

- the cumulative energy distribution of the sensor atom post-collision. Thus, measuring

the trap loss rate as a function of trap depth for shallow traps provides the spectrum

of energies transferred by the quantum diffractive collisions. This approach allows us

to define characteristic energy for the collision system based on the total collision cross

section 〈σtotv〉. Finally, we then can rely on the value of 〈σtotv〉 to solve the loss rate

coefficient at the trap depth of atoms in the MT so that we can determine the pressure

based on Eq. 4.1. The following sections will present more rigorous discussions of this

method and the designed experiment to demonstrate this universal law.

4.1.1 Analytical computations

It has been shown that collisions resulting in small momentum transfer are dominated

by quantum diffractive scattering [10, 57]. Such collisions occur with small scattering

angles θ → 0 and are predominantly determined by the long-range part of the interaction

potential (see, for example, the discussion in [14]). Therefore, they are expected to be

independent of the short-range interactions between the colliding particles. A qualitative

relationship between the long-range interaction parameters, C6 coefficients, and the

scattering amplitude can be established by an analysis based on the Jeffreys-Born (J-B)
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approximation, as shown in section 2.3.

Moreover, we can express the loss rate coefficient in terms of the long-range inter-

action parameters, C6 coefficients. From Eq. 2.53, we know the J-B approximate form

of σ(v). Thus, we can obtain an approximation of the total collision cross section,

〈σtotv〉 =

∫ ∞
0

4πv3
[2π

k2

∫ π

0

∣∣∣∣ ∞∑
l=0

(2l + 1) sin (ηl)e
iηlPl(cos θ)

∣∣∣∣2 sin θdθ
]
ρ(v)dv

≈
∫ ∞

0
4πv3

[
8.0828

(C6

h̄v

) 2
5

+ 7.1889
h̄

µv

(C6

h̄v

) 1
5
]( m2

2πkBT

)3/2
e
−m2v

2

2kBT dv

= 〈σtotv〉0
[
1 +

0.84728

v̄
4
5

( h̄
µ

)( h̄
C6

) 1
5
]
, (4.3)

where

〈σtotv〉0 = 8.4946v̄
3
5

(C6

h̄

) 2
5
. (4.4)

This approximation form is obtained by plugging the J-B phase shift (Eq. 2.50), ηl =

α/l5 into Eq. 2.54. Note, here, v̄ =
√

2kBT/m2 is the most probable speed for the test

gas with a mass, m2, at temperature, T .

Next, we can compute the loss rate coefficient, 〈σloss v〉, which considers that the

atoms are held in a trap of depth U . That is, in order to be liberated from the trap,

the momentum transferred to the trapped atom due to the collision must result in

the atom’s total energy exceeding the trap depth. In the center of mass frame, this

condition reduces to a statement that the reduced mass particle must be scattered

outside a minimum angle, cos (θmin) = 1−m2U/(µ
2v2), as demonstrated in section 2.2.

Thus, 〈σloss v〉 is computed in the same manner as 〈σtotv〉 from Eq. 4.3 except that the

integral ranges from θmin to π rather than [0, π]. Substituting x = cos θ in Eq. 2.56, one

has

〈σloss(U) v〉 =

∫ ∞
0

4πv3ρ(v)dv
[2π

k2

∫ xmin

−1

∣∣∣∣ ∞∑
l=0

(2l + 1) sin (ηl)e
iηlPl(x)

∣∣∣∣2dx]
= 〈σtotv〉 −

〈
v ·
[2π

k2

∫ 1

xmin

∣∣∣∣ ∞∑
l=0

(2l + 1)Tl(k)Pl(x)

∣∣∣∣2dx]〉.
(4.5)

Here ”〈〉” denotes the velocity averaging over the Maxwell-Boltzmann distribution, ρ(v),
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and the transmission matrix (T-matrix), Tl(k) = sin (ηl)e
iηl . In the small angle scatter-

ing regime, the Legendre polynomials in Eq. 4.5 can be expanded

Pl(x) ≈ 1− l(l + 1)

4
(1− x) + ... (4.6)

By plugging in the Legendre polynomial approximation, one can perform the integral

in Eq. 4.5 over dx, results in

〈σloss(U) v〉 ≈ 〈σtotv〉 −

〈
v · 2π

k2

∑
l,l′

(2l + 1)(2l′ + 1)Tl(k)∗Tl(k)′ ×

[(
m2U

µ2v2

)
− l(l + 1) + l′(l′ + 1)

4

(
m2U

µ2v2

)2

+ · · ·

]〉
(4.7)

This description makes it clear that 〈σloss(U) v〉 can be expanded in powers of U for

shallow traps. The exact form of the expansion will depend on the T-matrix, TL(k),

which encodes the specific form of the long-range interaction into the loss rate coefficient.

Using the J-B approximation, we have the analytical expression of the T-matrix,

TL(k) = sin (ηl)e
iηl =

1

2
sin

(
2α

L5

)
+ i sin2

( α
L5

)
. (4.8)

Note that this form of the phase shift is only valid when the velocity-dependent phase

associated with core repulsion scattering, leading to glory oscillations, is eliminated

through averaging over velocity. Performing the integrations with this form of the

phase shift leads to a quasi-universal behavior (detailed derivations are presented in

appendix C),

〈σloss(U) v〉 = 〈σtotv〉

[
1− β1

(
U

Ud

)
− β2

(
U

Ud

)2

− · · ·

]
(4.9)

= 〈σtotv〉 (1− pQDU6) , (4.10)

Here, we define

pQDU6 =

∞∑
j=1

βj

(
U

Ud

)j
, (4.11)

which represents the probability that the sensor atom remains in the trap after the
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collision. As U → 0, pQDU6 → 0 and the loss rate approaches the total collision rate.

The quantity Ud is the characteristic quantum diffraction energy and is defined as [10, 2],

Ud =
4πh̄2

m1σ̄
, (4.12)

where σ̄ = 〈σtotv〉/v̄ is a thermally averaged total collision cross section. The system-

dependent parameters, such as the strength of the van der Waals interaction, the long-

range details of the potential, and the masses of the trapped and incident particles, have

been included in Ud. If low angle scattering does not depend on the short-range part

of the potential, one would expect the shape of pQDU6 (the values of βj coefficients) is

universal. The analytical coefficients βj up to second-order are calculated after averaging

over multi-collision systems (Rb-[He, Ar, Xe] and Li-[He, Ar, Xe]) and are provided in

column 2 of table 4.1 [2, 3].

Numerical Computation Analytical solution

β1 0.673(7) 0.693(3)
β2 -0.477(3) -0.669(9)
β3 0.228(6) -
β4 -0.0703(42) -
β5 0.0123(14) -
β6 -0.0009(2) -

Table 4.1: The theoretically computed values of the universal coefficients, β. We re-
ported β1 to β6 from the full quantum scattering computations (averaged over Rb-
[He,Ar,Xe] and Li-[He, Ar, Xe] collisions). Using the analytical expressions in Eq. 4.7,
we only calculated the values of β1 and β2 (averaged over Rb-[He, Ar, Xe] and Li-[He,
Ar, Xe] collisions) [2, 3].

4.1.2 Numerical computations

Analytical predictions can be used for the qualitative characterization of the universal-

ity of quantum diffractive scattering. However, the velocity averaged cross section is

influenced by partial wave mixing (the glory oscillations), which is truncated by the J-B

approximations used in previous analytical predictions. Therefore, rigorous quantum

scattering computations are needed to demonstrate and to predict the universal shape

of pQDU6.

To demonstrate this universality, the time-independent coupled channel (CC) ap-

proach was used (described in Appendix B and in [122, 123]) to compute an atom-
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diatomic molecule collision for three different PES. Each PES, shown at a 90◦ Jacobi

angle of approach in the inset of figure 4.2 (a), has the same long-range van der Waals

potential but radically different short-range core potentials, differing in depth by more

than a factor of 104.

The cross sections exhibit core-dependent oscillations superimposed on a trend de-

fined by the long-range part of the potential 5. The oscillations arise from the velocity-

dependent glory phase shift, and therefore the locations of the maxima and minima

are dependent on the short-range physics [14]. The effect of thermal averaging is clear:

while an accurate prediction of the collision rate for a given velocity requires detailed

knowledge of the core potential, averaging the cross section over one or more oscilla-

tions removes the core-dependent effects. In particular, for the 3 different PESs, we find

〈σtotv〉 = [0.361, 0.361, 0.363]× 10−8 cm3/s for the dark solid, dotted, and dashed PESs

respectively. Because all three PESs have identical long-range character, the thermally

averaged total cross sections are identical (differing by much less than 1%). However,

the short-range physics of the interactions and the corresponding inelastic collision rates

are radically different.

The shape of pQDU6 and corresponding loss cross section for small U is independent

of the short-range part of the potential because inelastic and small impact parameter

elastic collisions that probe the core always lead to large energy transfer and loss for

shallow traps. Thus, the loss rate departs from the total collision rate due only to

quantum diffractive collisions. This departure is a direct measure of the low-angle

scattering cross section, which is expected to be independent of the short-range potential

when averaged over the velocity distribution of the colliding partners [14]. Fig. 4.2(b)

shows the cross section versus total angular momentum, J , for the three PESs at a

collision energy of 300 cm−1. The curves exhibit the same universal shape, independent

of the core potential above J = 125h̄. The scattering angles of such collisions are tiny

(< 1 mrad for U = 1 mK and collision energy of 300 cm−1 ) where the differential cross

section, shown in the inset of Fig. 4.2 (b), is dominated by large impact parameter elastic

scattering, more than a 1000 times larger than inelastic scattering (arising primarily

from low J collisions) for scattering angles below 10 mrad.

5For a long-range potential varying as Cn/r
n the trend is approximately a power-law, σ(v) ∼(

Cn
h̄v

)n−4
5 , that only depends on Cn (see Ref. [14]).
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Figure 4.2: Theoretical demonstration of collision universality. Atom-molecule cross
sections vs. collision energy in (a) are for PESs (see inset) with different cores but
the same long-range potential. The thermally averaged total cross section is the same
for all three (within 0.6%, see text) despite the radical differences in the potentials.
The cross sections versus J are shown in (b) for a collision energy of 300 cm−1 and
exhibit a universal shape above J = 125h̄ and core-dependent oscillations below. For
small scattering angles, the differential cross section (inset of b) is dominated by elastic
scattering (solid), more than 1000 times larger than inelastic (dashed) scattering for
θ < 10 mrad.

Next, we numerically determine the universal coefficients, βj , by using the log-

derivative method to compute the collisions between Rb or Li and X (X=He, Ar, and

Xe). In section 2.3.1, we introduced the way of computing the total cross section with

the log-derivative method. However, if we want to compute the velocity averaged loss
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cross section, we also need to numerically integrate Eq. 2.56 over the scattering angles

that generate atom loss. Here, the phase shifts in Eq. 2.56 are computed using the

log-derivative method with the PES modeled with L-J potential,

V (R) =
C12

R12
− C6

R6
= 4ε

[(r0

R

)12
−
(r0

R

)6
]
, (4.13)

where C12 and C6 are the short and long-range coefficients of the L-J PES, respectively.

Here, we also define ε = C2
6/4/C12 the depth of the potential well and r0 = (C12/C6)1/6

is the range of the core repulsion. The long-range coefficients C6 for Rb, Li-X (X=He,

Ar,and Xe) collisions are quoted from ref.[9], and the potential depths were fixed at

ε = 50 cm−1. Each PES as a function of the interatomic distance is shown in figure 4.3.

Then the computed phase shifts are plugged into Eq. 2.56, which is then numerically

integrated over the accessible range of the scattering angles determined by the trap

depth. Finally, the velocity-dependent collision cross sections are further integrated

over the MB velocity range. The upper limit of the velocity should be three times

larger than the most probable velocity at the background temperature, T , to ensure

that the results converge. Here, we run quantum scattering computations for collisions

at the background temperature 21 ◦C.

The results of the rate coefficients as a function of trap depths for collisions between

Rb or Li and X (X=He, Ar, and Xe) are presented in figure 4.4 (a). As we can see,

they have different values of 〈σtotv〉. However, if we normalize the loss rate coefficients,

〈σloss v〉 /〈σtotv〉, and plot them as a function of U/Ud, as shown in figure 4.4 (b). All

the results collapse to the universal curve, (1−pQDU6), with coefficients given in the first

column of Table 4.1. The universal curve coefficients, βj , are obtained by the best fit

to these six calculations. The residuals between the universal curve and the individual

QS computations are shown in the inset and are all below 0.1% for trap depths up to

U = 2.2 mK, which is the range of our experimental measurements as indicated by the

orange shadow region in figure 4.4 (a).

The trap depths explored in this calculation were from 0 to 15 mK and are far

beyond those realized experimentally (0.2 to 2.2 mK). The corresponding scaled trap

depth values (U/Ud) differ depending on the total cross sections. For example, the

maximum scaled trap depth for Rb-He at 15 mK was 0.06 compared to the Rb-Xe
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value of 3.0. The purpose of exploring the behavior of the universal curve at values of

U/Ud ≥ 1 was to demonstrate the convergence of the series expansion, ensuring that

it faithfully captures the universal behavior for our experimentally accessible values

U/Ud ≤ 0.4.

Figure 4.3: A plot of the Lennard-Jones PES for different collision systems. The solid
lines represent the PESs for Rb atoms colliding with He (red), Ar (black), and Xe (blue).
The dashed lines represent the PESs for Li atoms colliding with He (red), Ar (black),
and Xe (blue). The long-range coefficients,C6 are quoted from ref. [9], and the depth of
L-J PESs are fixed at 50 cm−1.
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Figure 4.4: Velocity averaged collision loss cross sections versus trap depth for He (red
triangles), Ar (black circles), and Xe (blue squares) colliding with Li (dashed lines)
and Rb (solid lines). In (b), these loss rate coefficients are normalized by their value
at U = 0 and plotted versus the scaled trap depth. All of the results collapse to the
universal curve for (1− pQDU6) in Eq. 4.10 with coefficients provided in Table 4.1. The
inset shows the residuals for each calculation from the universal curve, and all are below
0.1% for trap depths up to U = 2.2 mK, which is the range of our measurements as
indicated by the orange shadow region in (a).
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4.2 Experimental Demonstration

So far, we have seen analytically and numerically demonstrations of the quantum diffrac-

tive universality. We have also found the universal coefficients, βj , with the full quantum

scattering computations. However, the next question is how to demonstrate the uni-

versality experimentally. As shown in Eq. 4.10, the loss rate coefficient, 〈σloss v〉, can

be expanded into a universal equation as a function of the trap depth, U . Therefore,

Eq. 4.10 can be rewritten as,

P =
Γloss

〈σtotv〉 (1− pQDU6)
kBT (4.14)

Γloss

P
kBT = 〈σtotv〉 (1− pQDU6)

Γloss

P
kBT = 〈σtotv〉

[
1− β1

(
U

Ud

)
− β2

(
U

Ud

)2

− · · ·

]
. (4.15)

Here, T is the environment temperature that can be measured easily using TCGs. Note

Γloss only indicates the loss rate of the atoms that is caused by the collisions with the test

gas species. P = Px/ig is the actual pressure of the test gas, X, and Px is the pressure

reading from the ion gauge (IG) connected to the apparatus, as described in section

3.4.2. The actual pressure of the test gas and the IG readings are related through the

gauge calibration factor, ig, which needs to be calibrated. Then, substituting P = Px/ig

into Eq. 4.15, we will have,

Γloss

Px
kBT =

〈σtotv〉
ig

[
1− β1

(
U

Ud

)
+ β2

(
U

Ud

)2

− · · ·

]
. (4.16)

Therefore, we can map out the universal shape by measuring the loss rate of the

atoms as a function of the trap depth while recording the values of the pressure and the

environment temperature. The two unknown parameters in Eq. 4.16, ig and 〈σtotv〉 can

be obtained by fitting the data to the universal equation with the numerical computed

βj coefficients. To verify the universal law, one can compare the fitted ig parameters

with prior calibrated results against the orifice flow standard. Moreover, the fitted

〈σtotv〉 results can be compared with the existing theoretical predicted values.
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4.2.1 Loss rate measurements

Rb atoms are loaded from the vapour into a MOT formed along two spatial dimensions

(2D MOT). As described in section 3.4.1, the source section is separated by two low-

conductance differential pumping tubes, which ensures a low base pressure in the 3D

MOT region. The result is that the base pressure in the standard quantum region

is 500 times lower than that in the source region. Then, the atoms in the 2D MOT

are propelled towards the 3D MOT region using a horizontal laser beam (push beam)

aligned along the axis, joining the 2D and 3D MOTs.

During the operation of the pressure standard, approximately 107 atoms are loaded

into the 3D MOT, producing a fluorescence signal detected by an amplified photode-

tector of VMOT. Using an optical pumping technique described in Ref. [75], we have

verified that below the range VMOT ≤ 1.2 V, our photodetector signal is linear in the

atom number, as shown in figure 4.5. This is because the phase-space density of the

MOT increases as the atoms accumulate at the beginning [124]. Once the density of

the MOT has passed a limiting value, the trapping light is depleted by the outer atomic

cloud resulting in the atoms inside the cloud not being properly illuminated, which

leads to undercounting the atom number. Experimentally, we have found this limit is

VMOT ≤ 1.2 V in our case. This is a key factor for the proper operation of the CAPS.

Then, the atoms in the MOT are cooled by turning down the pump laser power

and shifting the pump laser frequency to 60 MHz below the F = 2− 3′ transition

for 50 ms. The repump laser is extinguished while the pump laser light is still on,

transferring all of the atoms to the F = 1 ground state of 87Rb. After 4 ms, the

pump laser is extinguished, and the atoms in the diamagnetic (low-field seeking) state,

|F = 1, mF = −1〉 are captured in the MT. We then increase the axial magnetic field

gradient from 13.6 G/cm to 272 G/cm in 10 ms. Fig. 4.6 illustrates the MOT capture,

atom cooling, and MT transfer timing sequence. Approximately 20% of the atoms are

transferred to the MT with this procedure (Ntrapped ≈ (2.00× 106)± 1.2%). The atoms

in the MT are held for a time t. At the end of this hold time, an RF “knife” is energized

to set the trap depth of the MT by ejecting all atoms above certain energy (see the next

section of the trap depth discussion). The remaining atoms are recaptured in the 3D

MOT using the same settings as used for the initial MOT loading, and the signal, VMT,

is recorded. This procedure is repeated over a range of MT hold times, t.
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Figure 4.5: A plot of the photodetector reading for the atoms recaptured from the
magnetic trap, VMT, versus the 3D MOT signal, VMOT. Two data sets, acquired on
separate days, are shown. The linear region of the plot, where the densities of the
ensembles are low enough to ensure there is single scattering of photons from the trapped
atoms, corresponds to 3D MOT readings below 1.2 V.

Therefore, one can get the time-dependent variation of the atom number in the MT,

N(t) = N0 exp (−Γt), (4.17)

whereN0 is the initial number of atoms in the MT. Here, we use the ratiometric quantity,

VMT(t)/VMOT (VMOT is the MOT loading reading prior to transferring the atoms to the

MT), as a proxy for the atom number in the MT and compute it for each hold time

t. The linearity of the photodiode signal with atom number ensures that this ratio is

equal to the ratio of the number of atoms in the magnetic trap to the initial number in

the MOT. From here on, we refer to this ratiometric quantity as the recapture fraction.

Using the recapture fraction instead of the absolute atom number in the MT greatly

reduces the effects of shot-to-shot variation in the number of atoms initially loaded into
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Figure 4.6: The signal of the 3D MOT fluorescence as a function of the experiment time.
(1) is the pre-stage of the whole experiment where all the lasers are off and magnetic
fields are off. (2) Rb atoms are loaded into the 3D MOT after turning on all the lasers
and the magnetic fields. The MOT fluorescence signal is recorded by a photodetector
as V ′MOT. (3) Next, we detune the pump light by 60 MHz below resonance to cool
the Rb atoms and then turn off the repump light 4 ms before turning off the pump
laser to pump all the atoms from |F = 2〉 state to |F = 1〉 state. Then we increase
the magnetic field gradient to transfer atoms into a magnetic trap and atoms undergo
collisions with the background particles. (4) After a certain amount of time (called
holding time), we turn on the RF coil to remove atoms above a certain energy. (5)
We restore the 3D MOT light and turn the magnetic field back to the MOT setting,
to record the fluorescence of the remaining atoms as V ′MT. (6) We then extinguish the
light and magnetic field to empty all the residual atoms. (7) Only tuning back on the
lasers to record the background scattered light signal as V0. Then, the actual MOT and
MT fluorescence signals are VMOT = V ′MOT − V0 , and VMT = V ′MT − V0.

the MOT. Then we can have,

VMT(t)

VMOT
=

(
VMT(t)

VMOT

)
t=0

e−Γt. (4.18)

Here, Γ in Eq. 4.18 is the total loss rate of the atoms as opposed to the loss rate due

to collisions with the test gas. In the MT, sensor atoms are subject to several loss
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mechanisms: Majorana spin-flip losses (characterized by an ensemble loss rate of, ΓMaj)

that occur when the trapped atoms traverse a region of low B-field where their spin

no longer follows the changing field direction adiabatically and they transition to a

quantum state that is not trapped [125], loss induced by collisions with background

particles in the vacuum (at rate Γbg), loss due to collisions with the gas particles being

studied (at rate Γloss), and intra-trap 2-body collisions (Γtwo), for which two trapped

atoms collide and one or both atoms are liberated from the trap, these include both

elastic [126], and inelastic collisions [127]. Thus, the total loss rate can be decomposed

as,

Γ = Γloss + Γbg + ΓMaj + Γtwo. (4.19)

The two-body loss rate depends on the density of the ensemble, which is low in our

case (∼ 107 cm−3), so the two-body intra-trap loss rate is negligible (∼ 10−5 s−1). Also,

the Majorana spin-flip loss and the background collision-induced loss are not dependent

on the density of the test gas [128], so they are constant as we increase the density of

the test gas and combine as Γ0 = Γbg + ΓMaj. Then the experimentally measured loss

rate is, Γexp = Γ0 + Γloss. An example of the decay rate measurement is shown in figure

4.7. We can extract the total loss rate by fitting the data to an exponential equation.

To extract the loss rate due to the collisions with the test gas, we can perform the

baseline subtraction measurement: Firstly, we measure the loss rate without the test

gas, Γ1 and record the reading from the IG, P1. Then we can introduce the test gas,

X, into the system and measure the new loss rate, Γ2 and record IG’s new reading P2.

By subtracting Γ1 from Γ2 and P1 from P2, we can get the pure loss rate due to the

collisions with the test gas, Γloss = Γ2 − Γ1, and the IG’s reading only for the test gas,

Px = P2 − P1.

So far, we have measured the left-hand side in Eq. 4.16. Next, we need to repeat

the decay rate measurements at different trap depths to map out the right-hand side in

Eq. 4.16. The method of characterizing and controlling the trap depth will be presented

in the next section.
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Figure 4.7: The decay of the MT population as a function of the holding time is mea-
sured by recording the fluorescence upon MOT recapture of the 87Rb sensor atoms and
normalizing it by the fluorescence after a negligibly short hold time. In the absence
of introduced gas, the ensemble exhibits an exponential decay (blue circles) due to a
variety of loss mechanisms, including collisions with the residual background gases. The
decay slope steepens when an Ar partial pressure is added (orange squares and green
diamonds).

4.2.2 Trap depth Characterization

We loaded 87Rb atoms into the magnetic trap in the |F = 1 mF = −1〉 state relative

to the local field. These atoms evolved freely in the trap over the hold time until being

recaptured and imaged in a MOT. In a classical sense, the atoms with energy, E, travel

out to a spatial location where their kinetic energy is zero and their potential energy is,

E = −~µ · ~B +mgz = hµBgF |mF |
(
dB

dz

)√
x2

4
+
y2

4
+ z2 +mgz.

(4.20)

Here, the first term is the magnetic potential energy, and the second is the gravitational

potential energy of the atom. The MOT coils are arranged so that the axial B-field
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gradient,
(
dB
dz

)
, is aligned along the vertical- or z-direction. For a spherical quadrupole

field, the axial gradient is twice the radial gradient, and the field is zero at the center

of the two coils, ~r = 0. In this coordinate system, the gravitational potential energy is

taken as zero at z = 0.

As discussed in section 3.3.2, the axial gradient can be expressed as,
(
dB
dz

)
= b′I,

where I is the current in the trapping coils. There is a minimum current required, I0,

to support the weight of the atoms against gravity,

I0 =
mg

hµBgF |mF |b′
. (4.21)

The depth of the magnetic trap confining the Rb atoms was set by a radio-frequency

(RF) B-field created by a single loop coil placed below the trapping region. The driving

signal to the loop was frequency scanned over the range [νmin, νmax] for the last 700

ms of each hold duration in the magnetic trap. For each RF frequency, ν, there is a

corresponding oblate spheroid surface where the RF field is resonant with |F,mF 〉 →

|F,mF ± 1〉 magnetic dipole atomic transition,

hν = hµBgF

(
dB

dz

)√
x2

4
+
y2

4
+ z2

=
mg

|mF |
I

I0

√
x2

4
+
y2

4
+ z2. (4.22)

Atoms with sufficient energy to traverse this surface will, with high probability, make

the transition to a non-trapped state and leave the cloud. There is an asymmetry to

the energy surfaces introduced by the gravitational potential energy. That is, atoms

reaching the RF surface near the position, ~r = [0, 0,−zmin] have less energy than atoms

reaching any other point of the RF surface.

|zmin| =
hνmin

hµBgF |mF |
(
dB
dz

)
=

hνmin

mg

I0

I
(4.23)

Provided that atoms in the trap explore the entire trap volume, the trap depth – or the
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maximum energy of the remaining atoms – is given by,

Emax = hµBgF |mF |
(
dB

dz

)
|zmin| −mg|zmin|

= hνmin

[
1− I0

I

]
. (4.24)

In our apparatus, the maximum current used to trap the atoms is 200 A, providing

a field gradient of 272 G/cm, and the minimum trapping current is I0 = 22.4 A. The

maximum RF frequency, νmax, used here was 90 MHz, sweeping away atoms in the

|F = 1,mF = −1〉 state with an energy greater than 3.84 mK (E/kBT ), well above the

measured trapped ensemble temperature < 1 mK.

Equation 4.24 describes the maximum trap depth for a particular minimum RF

frequency, assuming that the ensemble of trapped atoms does not have any average

energy when loaded into the magnetic trap. In reality, the atoms are loaded with

energy approximated by a Maxwell-Boltzmann distribution of temperature, T, shifted

by an amount Emin, owing to the offset between the center of the magnetic trap and

the MOT. Thus, the actual trap depth is,

U = Emax −
∫ Emax

Emin
E ρ(E − Emin)dE∫ Emax

Emin
ρ(E − Emin)dE

, (4.25)

where ρ(E−Emin) is the zero-point shifted Maxwell-Boltzmann distribution describing

the trapped ensemble.

To measure the energy distribution, we first load the atoms into the MT, hold them

for a fixed length of time, then apply the RF “knife” to truncate the ensemble by

ejecting atoms with energies above that set by the RF pulse. The remaining atoms

are then recaptured in the MOT, and their number is determined from the fluorescence

produced. By repeating this process for various truncation energies, one can determine

the cumulative energy distribution of the atom ensemble. An example measurement is

shown in Fig. 4.8. By taking the derivative of this distribution, one can find the energy

distribution ρ(E − Emin) of the atoms in the trap, shown in Fig. 4.8. The ensemble

average trap depth is computed by averaging each particular atom’s trap depth over

the normalized energy distribution, as demonstrated in Eq. 4.25. The integrals are

performed from Emin to Emax set by the RF “knife”. Therefore, for each RF frequency
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and trap current, one can accurately calculate the trap depth. For 87Rb atoms trapped

in its |F = 1 mF = −1〉 state, the range of the trap depth can be realized from 0.02 mK

to 2.0 mK, which corresponds to the shadow region in figure 4.4 (a).

Figure 4.8: Fraction of atoms remaining in a MT (blue dots) as a function of truncation
energy, hfRF, set by an RF pulse that ejects sensor atoms with a magnetic potential
energy above this. These data are fit to a cumulative MB distribution (solid line) for
the trapped atom ensemble. The orange squares represent the corresponding energy
distribution, which is obtained by taking the derivative of the cumulative MB distribu-
tion. Here, the mean energy of this distribution is 444.32 µK, and the minimum energy
(below which we find no atoms) is Emin = 225 µK.

4.2.3 Experiment results

Finally, We measured the loss rate as a function of trap depths for collisions between

trapped 87Rb and atomic (He, Ar, and Xe) and molecular (H2, N2, and CO2) gases. We

introduced each test gas into the chamber from a 99.999 % pure source and we used an

RGA to ensure that there is no other gas species introduced into the chamber. Then,

for each test gas, the loss rates, Γloss(U), were measured as a function of trap depths

to verify that the measured normalized loss rate coefficients (〈σloss(U) v〉 /Px) versus U

are independent of gas pressure. The Fig. 4.9 (a) shows the raw data for the Ar gas
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study with corresponding IG readings of PAr ≈ 8.9 × 10−9 Torr and 1.1 × 10−8 Torr.

Fig. 4.9 (b) shows the pressure normalized loss rates, 〈σloss(U) v〉 /Px, and the two data

sets overlap, as expected, since this ratio removes the effects of changing the density

of the test gas, Ar (the situation is different when the test gas is CO2, as discussed in

Section 4.2.3).

This overlap verifies (i) that the background pressure did not vary significantly dur-

ing the measurements, (ii) that the measured 〈σloss(U) v〉 values do not vary with the

gas pressure, in agreement with equation 4.16, and (iii) that the IG pressure readings

were linear (albeit inaccurate) with the test gas density. The same calibration proce-

dure was applied to three molecular species, Hydrogen (H2), Nitrogen (N2), and Carbon

Dioxide (CO2). They were selected because of their importance in many vacuum sys-

tems [114, 129]. Unlike atoms, these species have a rich internal structure and can

undergo both elastic and inelastic collisions. Later, the same data in figure 4.9 (b)

are then averaged and normalized by the extrapolated loss rate at zero trap depth,

Γloss(U)/Γloss(U = 0), and shown in figure 4.10 (a). Since we can obtain the PESs of

atom-atom collisions more easily, we run the quantum scattering computations to gen-

erate the rate coefficients at different trap depths for collisions between Rb and atomic

species (He, Ar, and Xe). The results are shown as dashed lines in figure 4.10 (a). We

can find the experimental results agree with the theoretical predictions very well.

Next, the data in figure 4.10 are fitted to the universal Eq. 4.16 to extract the

values of 〈σtotv〉 and ig. The fitting results are shown in table 4.2. Based on the

〈σtotv〉 values, we can calculate the characteristic energy and normalize the trap depth

by the characteristic energy Ud, as shown in figure 4.10 (b). As expected, all the

data follow the same universal shape. This is a manifestation of the universality of

quantum diffractive collisions that only depend on the analytic form of the long-range

part, C6, of the potential. Namely, quantum diffractive collisions responsible for the

trap depth variation of the loss rate impart too little energy to lead to changes of

the internal states of the collision partners over the range of trap depths studied here.

Thus, inelastic collisions (although they are occurring) play no role in the trap depth

dependence measured [2]. Moreover, because of universality, the energy scaling of the

trap depth-dependent loss rate reveals the total cross section 〈σtotv〉.

By following the calibration procedure described in this work, one can determine

95



4.2. Experimental Demonstration

Figure 4.9: A plot of experimental results. In (a), the trap loss rate increase for
PAr ≈ 8.9 × 10−9 Torr (triangles) and PAr ≈ 1.1 × 10−8 Torr (squares) are shown
for different trap depths, those loss rates divided by the pressure reading for each mea-
surement are shown in (b). The error bars in (b) are the statistical errors, including the
uncertainties associated with the fit to extract decay rates, Γloss, from the atom number
decay measurements and the uncertainties from the pressure measurements, while the
error bars in (a) only represent the uncertainties from decay rate measurements.
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Figure 4.10: A plot of experimental results for all the collision species. Panel (a) shows
the data in figure 4.9 (b) are normalized by the extrapolated loss rate at zero trap depth
for all collisions species, He (triangles), Xe (squares), H2 (stars), N2 (right triangles),
and CO2 (diamonds). The dashed lines represent the theoretical predictions using the
quantum scattering computations. All the data are then scaled by the fitted results,
Ud, and shown in (b). As expected, they fall on the universal curve.

〈σtotv〉 for the background gas species that cannot be easily computed due to the dif-

ficulty of computing the PES for systems with a large number of electrons. The mea-

surement of 〈σtotv〉 also provides the gauge factor reading for any IG attached to the

quantum pressure standard. In our apparatus, two gauges, IG “a” and IG “b”, are

connected to the system, as demonstrated in figure 3.18. The results for the six gases
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calibrated (He, Ne, Xe, H2, N2, and CO2) are given in Table 4.2.

〈σtotv〉 Measurements

The second column of Table 4.2 lists the measured values of 〈σtotv〉. They show a trend

of increasing precision with increasing mass of the collision partner (see Fig. 4.11).

This mass dependence arises from the most probable velocity term, vp, in the quantum

diffractive energy, Ud. As the collision partner mass increases, vp decreases, decreasing

Ud, in turn. This leads to an increase in the range of U/Ud explored experimentally

for our fixed maximum trap depth of U = 2.2 mK. A larger range explored directly

improves the experimental fit to the universal polynomial, Eq. 4.16, reducing the sta-

tistical uncertainty in the measured 〈σtotv〉 value. The statistical (fitting) uncertainty

as a function of the range of U
Ud

is shown in figure 4.11.

The measurement technique presented here also provides a new method to measure

the long-range dispersion coefficients for any species. Using Eq. 4.3, the dispersion coef-

ficients, C6, are extracted from the loss rate measurements and compared to the values

listed in the literature [11, 9]. The latter is calculated based on the polarizabilities of

the ground and excited electronic states using the Casimir Polder integral or Slater-

Kirkwood formula. The experimental C6 values extracted from the measured 〈σtotv〉

are consistent with the values reported in the literature or from the polarizabilities of

the theoretical predictions for all species except CO2. The anomalous result for the CO2

called for closer inspection. To verify this finding, the CO2 measurements were repeated

7 times at different pressures and acquired over a five-month period, yielding consistent

values for the 〈σtotv〉 between CO2 and trapped Rb of 2.82×10−15cm3/s (±2%). There-

fore, despite the discrepancy in the C6 value for CO2, the 〈σtotv〉 results proved to be

reproducible. The consistently measured value of 〈σtotv〉 is the fundamental quantity

required to measure the pressure of CO2. We speculate that the C6 discrepancy may

arise from the fact that CO2 is a triatomic molecule for which the long-range disper-

sion coefficient has a more complex relationship to the polarizabilities of its ground and

excited electronic states than that for a diatomic molecule.
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Figure 4.11: A plot of the uncertainty in the determination of 〈σtotv〉 as a function
of the range of U

Ud
accessed for the measurement. For the lighter collision partners,

He (triangles) and H2 (stars) , Ud is significantly larger compared to the other species
calibrated, Ar (circles), Xe (squares), CO2 (diamonds), and N2 (right triangles), limiting
the range of U

Ud
≤ 0.1, resulting in larger statistical fitting errors (filled markers). The

open markers indicate the estimated systematic uncertainty, which is dominated by
ensemble heating in the trap and base pressure changing in the vacuum. The filled
markers indicate the estimated statistical uncertainty including the fitting uncertainty
and the shot-to-shot noise.

Validation of the Primary Quantum Pressure Standard

The standard practice for comparing the performance of vacuum pressure standards is

to calibrate an ionization gauge (IG) with one standard, send the gauge to a second

standard, and redo the calibration [23]. The figure of merit is the gauge factor, ig, which

relates the gauge readings, Pexp, to the pressure standard values, Pstd.

Pexp = igPstd (4.26)

Typically, this standard comparison is only carried out for two inert species, Argon

and/or Nitrogen, dictated by the limitations of the state-of-the-art orifice flow stan-
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dards currently in use [23]. Two IGs were attached to the quantum pressure standard

apparatus. IG “a” was calibrated by NIST for N2 using their orifice flow standard.

The excellent agreement between the NIST gauge factor, 0.94 ± 2.8%, and the value

of 0.943 ± 2% calibrated by the new standard demonstrate the quantum standard’s

accuracy. Note that the 2.8% uncertainty quoted for the NIST calibration includes the

calibration uncertainty (2.0%) and the calibration drift uncertainty (2.0%) [130]. It is

essential to note that prior to calibration, the IG was “conditioned” with N2 gas. That

is, the gauge was exposed to a high pressure (10−4 Torr/10−2 Pa) of N2 for one hour,

then the vacuum system was evacuated back to its base pressure. This conditioning pro-

cedure ensures that the adsorption of N2 into the IG filament is saturated. Thus, only

this gas will be emitted by the hot filament during the gas calibration measurements.

If gauge conditioning is not performed, the gauge factor can vary with time and with

pressure reading, leading to the ig for the specific species to differ from its previously

calibrated value [23, 130].
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〈σtotv〉a/ 10−15m3/s σ/Å2 C6,theory/EHa
6
0 C6,exp/EHa

6
0 ig iga,exp igb,exp Ud/mK

N2 3.11 (5) (2) 744 (12) 3023 325 (14) 0.94 (2) 0.943 (19) 0.823 (46) 9.4

He 2.40 (12) (8) 217 (11) 44.07 (11)1, 36.62 37.5 (4.9) 0.18 (2) 0.163 (8) 0.195 (39) 32.3
Ar 2.77 (5) (2) 792 (14) 334 (2)1 317 (14) 1.29 (13) 1.238 (26) 1.203 (74) 8.9
Xe 2.71 (3) (3) 1404 (17) 776 (4)1 738 (19) 2.85 (29) 2.511 (30) 2.484 (72) 5.0
H2 5.09 (14) (6) 327 (9) 1403 145 (11) 0.46 (5) 0.559 (18) 0.534 (71) 21.5

CO2 2.82 (6) (2) 846 (17) 4823 346 (11) 1.43 (14) 0.958 (14) 0.893 (54) 8.3

Table 4.2: Values for 〈σtotv〉 and the gauge calibration factor iga,exp and igb,exp derived from fitting the data shown in Fig. 4.10 to Eq. 4.16,
here σ̄ = 〈σtotv〉/vp. The first bracket in the column of 〈σtotv〉a indicates the statistical error and the second one indicates the systematic
error. The gauge factor, ig, for N2 (blue) is the value calibrated by NIST’s orifice flow pressure standard with an uncertainty of 2.8%.
Here the estimates of gauge correction factor for He, Ar, Xe, H2 and CO2 in the column of ig are provided by MKS Instruments [7]
with at least 10% uncertainties according to [8]. The numbers in the column of iga and igb are the experimentally measured ion gauge
“a” and “b” correction factors. C6,theory is the theoretical prediction for the C6 value given by [ 1 Derevianko et al [9], 2Thomas et al
[10], or 3Arponthip et al [11]] in units of EHa

6
0, where EH is the Hartree energy and a0 is the Bohr radius. 〈σtotv〉a and C6,exp are the

experimentally measured values using IG “a”.
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IG Performance

One of the strengths of this CAPS is that it can be used to calibrate IGs for any

gas whose long-range interaction potential with the trapped sensor atom is described

by a van der Waals potential. Two gauges were attached to the quantum pressure

standard. As stated above, IG “a” was calibrated by NIST for N2 and served as a

direct comparison to their orifice-flow standard. IG “b” was an uncalibrated gauge

attached to the system after purchase. Having two gauges attached to the quantum

pressure standard allowed us to evaluate the performance of two gauges side by side.

As noted above, IG conditioning was carried out prior to calibration with different gas

species. However, for the inert gases such as He, Ar, and Xe, the conditioning procedure

is unnecessary as these gases do not tend to absorb into the filament.

The calibrated gauge factors of IG “a” (iga) and IG “b” (igb) are listed in Columns 8

and 9 in Table. 4.2. Note that the shot-to-shot noise in the readings of IG “b” was found

to be a factor of 5 larger than that of IG “a” during the calibration shown in Fig. 4.12,

which produces much higher statistical uncertainty in the value of 〈σtotv〉 derived from

a calibration using this gauge.

As illustrated in Table. 4.2, the noble gas gauge factors determined for each IG agree

with their measured uncertainties. The measured noble gas gauge factors also agree with

their approximate (expected) values quoted by the gauge manufacturers within their

stated 10% uncertainties [8]. By contrast, the other species we tested, CO2 and N2,

demonstrated much larger inter-gauge variations as well as large discrepancies between

the calibrated ig values and the manufacturers’ values. For example for N2, while the

ig values calibrated by NIST and by the quantum primary pressure standard agree for

gauge “a”, the gauge factor for gauge “b” is significantly different [iga = 0.943(19) versus

igb = 0.823(46)]. Similarly, for the CO2 gauge factors, there are significant discrepancies

from gauge to gauge and with the manufacturers’ suggested values. Moreover, we found

the calibrated gauge factors for CO2 tend to increase as the background gas pressure

increases, shown in Fig. 4.13 (b) and (c). In particular, the IG readings appear to

be non-linear with the density of CO2 molecules. This may be due to IG filament

contamination by CO2. Due to its non-linearity, the gauge factor provided in Table. 4.2

for CO2 only represent the effective gauge factors for the gauges under one specific

pressure (P IG,a
CO2

= 9.0 × 10−9 Torr, P IG,b
CO2

= 8.3 × 10−9 Torr). We didn’t observe this
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Figure 4.12: IG pressure readings as a function of measurement time. This shows an
example of N2 pressure measured by both IG “a” (circles) and IG “b” (squares) during
one decay rate measurement cycle. Each data point represents a pressure measurement
averaged over more than 7 seconds, and the error bar shows the uncertainty. The dash
lines represent the average pressure values over the entire measurement cycle, and the
shadow areas display the overall uncertainty. For this example, the IG readings at the
same N2 molecule density were, P IG,a

N2
= 6.47(0.01)× 109 Torr, P IG,b

N2
= 5.99(0.06)× 109

Torr.

gauge factor non-linearity for the other gases tested. Significantly, we verified that the

measured values of 〈σtotv〉 do not depend on the operating pressures.

These measurements underscore the flexibility of the new quantum pressure stan-

dard: any species with a long-range van der Waals interaction potential can be cal-

ibrated by the new standard. The orifice flow standards cannot easily be used with

sticky molecules such as CO2. At present, orifice flow standards are rarely used to cal-

ibrate IGs for gases other than Ar and N2. The limitations of using IG for measuring

non-inert species is also made clear by the results.

In summary, using an IG to measure the pressure of a noble gas is probably reliable

within the 10% uncertainty quoted in [8]. However, when the ambient gas is N2, gauge

calibration is required to guarantee accurate measurements, with uncertainties that

may lie outside the manufacturers’ quoted range of 10%. IG are even less reliable for

measuring sticky species like CO2 because the gauge factors evidently vary with the

density of background particles. These results offer some additional insight into the

limitations of IG measurements. By contrast, the quantum pressure standard displays
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Figure 4.13: (a) A plot of 〈σtotv〉a versus 〈σtotv〉b measured against the two ionization
gauges (IG “a” and IG “b”). The dash line indicates perfect agreement between the
two values. Data of He (triangle), Xe (square), Ar (circle), H2 (star), and N2 (right
triangle) is averaged over two different pressures, while CO2 (diamond) is averaged over
7 different pressures, as stated in the text. A direct comparison between the IGs and
the atom standard is in (b) plotting two IG “a” (circles), “b” (squares) readings versus
the cold atom gauge readings with CO2 as the test gas with a linear fit (dash line).
The residuals of the data from the linear fit are plotted in (c) and the zero guideline is
shown as the red dash line.

consistent values of the measured 〈σtotv〉 for the different species against different ion

gauges, as shown in Fig. 4.13 (a).
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4.3 Rigorous Universal Fitting

We have reported the values of 〈σtotv〉 by fitting the loss rate versus the mean trap depth

to Eq. 4.16. However, this method can be viewed as the first-order approximation of the

fitting routine since we view the whole cloud ensemble as a single atom with the trap

depth of the mean trap depth of the cloud and only compute the loss rate coefficient

at the mean trap depth. More rigorously, we should average the energy-dependent loss

rate coefficient over the ensemble.

Recall the trap depth for a trapped atom with energy, E, is defined as U = Emax−E.

Therefore, the mean trap depth, U , of the sensor ensemble with energy below Emax is

determined by averaging the trap depth of each atom, U , over the energy distribution

of the selected ensemble,

U =

∫ Emax

0 (Emax − E)ρ(E)dE∫ Emax

0 ρ(E)dE
= 〈(Emax − E)〉trunc. (4.27)

Here “〈〉trunc” indicates the ensemble average of the quantity in the bracket over the

energy range, [0, Emax], truncated by the RF radiation. ρ(E) represents the energy

distribution of the whole ensemble before applying any RF field and can be measured

experimentally. It is found to be modeled very well by a Maxwell-Boltzmann (MB)

distribution of a mean temperature, T , shifted by a fixed amount of energy, Emin (owing

to a slight misalignment of the MOT and MT used in the measurements),

ρ(E)dE = Θ(E − Emin) · 2
(
E − Emin

π

) 1
2
(

1

kBT

) 3
2

e
−E−Emin

kBT dE.

(4.28)

Θ(E − Emin) is the Heaviside function, which indicates that there are no atoms with

energies below Emin in the MT, and the remaining factor is a regular MB distribution

in energy above Emin. Therefore, as a first approximation, we can directly insert the

mean trap depth, U , into Eq. 4.10 to calculate the loss rate coefficient as expressed in
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the following,

〈
σloss(U) v

〉
= 〈σtotv〉

[
1−

∞∑
j=1

βj

(〈(Emax − E)〉trunc

Ud

)j]
(4.29)

= 〈σtotv〉

[
1− β1

( 1

Ud

)
〈(Emax − E)〉trunc

− β2

( 1

Ud

)2
〈(Emax − E)〉2trunc − ...

]
. (4.30)

A more rigorous approach is to average the loss rate coefficient

〈σloss(U) v〉 of an atom at finite trap depth, U , over the energy distribution of the

selected ensemble,

〈σloss(U) v〉 =

∫ Emax

0 〈σloss(Emax − E) v〉 ρ(E)dE∫ Emax

0 ρ(E)dE
(4.31)

= 〈σtotv〉

[
1−

∞∑
j=1

βj

( 1

Ud

)j ∫ Emax

0

(
Emax − E

)j
ρ(E)dE∫ Emax

0 ρ(E)dE

]

= 〈σtotv〉

{
1− β1

( 1

Ud

)[∫ Emax

0 (Emax − E)ρ(E)dE∫ Emax

0 ρ(E)dE

]

− β2

( 1

Ud

)2
[∫ Emax

0 (Emax − E)2ρ(E)dE∫ Emax

0 ρ(E)dE

]
− ...

}
(4.32)

= 〈σtotv〉

[
1− β1

( 1

Ud

)
〈(Emax − E)〉trunc

− β2

( 1

Ud

)2
〈(Emax − E)2〉trunc − ...

]
. (4.33)

One observes that these two expressions of the loss rate coefficient deviate from

each other. The approximate loss rate coefficient expression (Eq. 4.29) replaces the

j-th moment 〈(Emax − E)j〉trunc in each term of the polynomial with the j-th power

of the first moment, 〈(Emax − E)〉jtrunc. This discrepancy increases for higher powers

of j and for lower values of Ud that increase the weighting of the higher-order terms.

Due to the discrepancy between the approximate (Eq. 4.29) and the rigorous (Eq. 4.31)

expression, the velocity averaged total collision cross sections, 〈σtotv〉, derived from

fitting the experimental data to the two expressions are systematically different. We

refit the experimental data to the new expression, Eq. 4.31, for all the gas species (Xe,
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Ar, He, H2, N2, and CO2). The new values are labeled as 〈σtotv〉∗ and are presented in

table 4.3, along with the original values, 〈σtotv〉, reported in table 4.2. While they agree

within statistical errors, the new values are systematically higher than the previous

ones. As expected, the discrepancy is the largest (1.5%) for the collision partners with

the lowest Ud (Rb-Xe) and least (0.4%) for Rb-He which has the largest Ud.

In addition to updating the values of 〈σtotv〉, we also report the revised gas cali-

bration factors for the ionization gauge, ig, used in the pressure calibration experiment.

The gauge was calibrated only for N2 gas by NIST (National Institute of Standards and

Technology) using an orifice flow pressure standard. Our updated calibration factor, ig

= 0.950 (19) agrees with the value reported by NIST, ig = 0.940 (26), within 1%.

〈σtotv〉a/ 10−15m3/s 〈σtotv〉∗a/ 10−15m3/s ∆〈σtotv〉/〈σtotv〉∗ / % Ud/kB/mK ig
Rb-N2 3.11 (5) (2) 3.14 (5) (2) 0.9 9.4 0.950 (19)
Rb-He 2.40 (12) (8) 2.41 (12) (8) 0.4 32.3 0.164 (9)
Rb-Ar 2.77 (5) (2) 2.79 (5) (2) 0.7 8.8 1.245 (26)
Rb-Xe 2.71 (3) (3) 2.75 (3) (3) 1.5 5.0 2.549 (30)
Rb-H2 5.09 (14) (6) 5.12 (14) (6) 0.6 21.5 0.562 (18)

Rb-CO2 2.82 (6) (2) 2.84 (6) (2) 0.7 8.3 0.985 (15)

Table 4.3: A comparsion of the experimentally determined values of 〈σtotv〉 for Rb-X
collisions (X = He, Ar, Xe, H2, N2, and CO2). The values of 〈σtotv〉 in the second
column, reported in table 4.2, are extracted by fitting the experimentally determined
loss rate coefficients to the approximate expression, Eq. 4.29. The values in the column
of 〈σtotv〉∗ are determined by fitting the experimental data to the rigorous expression,
Eq. 4.31. The discrepancy between the two values in column 2 and 3 is defined as
∆〈σtotv〉/〈σtotv〉∗ = (〈σtotv〉∗ − 〈σtotv〉)/〈σtotv〉∗ × 100% and is presented in column 4.
The first bracket in the columns of 〈σtotv〉a and 〈σtotv〉∗a indicates the statistical error
and the second one indicates the systematic error reported in table 4.2. The column
of Ud presents the quantum diffractive energy of each collision pair, derived from the
newly determined value of 〈σtotv〉∗. The last column reports the updated calibration
factor, ig, for the ionization gauge operated in the experiment, which was previously
calibrated against NIST’s orifice flow pressure standard only for the gas of N2. The
statistical error of the calibration factor is shown in the bracket.

4.4 Uncertainty Analysis

Next, we assess, numerically and experimentally, the impact of the systematic and

random errors associated with determining 〈σtotv〉. In this section, the magnitudes of the

corresponding errors that limit the accuracy and precision of the Rb-N2 measurements

are provided. Note that the sizes of both the statistical and the systematic errors depend

on the collision partners.
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4.4.1 Systematic Errors

First, heating of the ensemble gradually increases the average energy of the trapped

atoms, reducing the effective trap depth over time. If not accounted for, this can

lead to a systematic error in the measured 〈σtotv〉. There are two sources of ensemble

heating: noise on the current source used to create the magnetic field, and heating

induced by the quantum diffractive collisions which do not liberate the atoms from the

MT. Measurements of current noise heating confirmed that it is negligible for the data

presented here.

The dominant source of trap heating is due to collisions which fail to eject atoms

from the trap [56, 131]. The rate of ensemble heating increases for deeper MTs (due

to a larger fraction of collisions leading to retained sensor atoms) and the average

temperature of the atom ensemble increases with hold duration in the MT. The heating

effectively reduces the MT depth over time, leading to a systematic error in the measured

〈σtotv〉 values. In the present work, this effect was suppressed by restricting the hold

times used for the loss rate measurements to values that were less than twice the sensor

atoms’ lifetimes when the trap depth exceeded 1 mK. We estimate the effect of heating

experimentally by measuring the change in the ensemble energy distribution between

initially loading the atoms into the MT and after holding them in the trap for two

lifetimes. The heating will reduce the effective trap depth of the atoms, changing the

value of 〈σtotv〉 that is measured. For our measurements with a trap depth of 2.2 mK, we

estimate an upper bound of this uncertainty to be 0.4% corresponding to the percentage

difference in the value of 〈σtotv〉 computed for each of the two temperature extremes.

Second, this apparatus relies on a spherical quadrupole magnetic field, which has a

zero in the field. Atoms traversing the zero-field region will experience Majorana loss

[125, 132]. To accurately measure the background collision loss rate from a magnetic

trap, one needs to consider the contributions from the spin-flip losses. This can be

eliminated by using a different magnetic trap geometry, such as TOP trap [133] and

Ioffe-Pritchard trap [112]. Given the Majorana loss rate, ΓMaj, is constant as long as

the field gradient and the temperature of the ensemble are not changing significantly

over time. Here, we account for this constant loss rate contributing to the background

loss rate by subtracting the background loss rate from the collision induced loss rate of

interest.
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Third, there is an unknown mixture of gases constituting the base pressure in the

apparatus mostly due to backflow through the turbo pump and vacuum chamber out-

gassing [114, 129]. These background gases contribute a base loss rate, Γbg, to which

the test gas loss rate is added. If the background constituents vary with time, this will

lead to a systematic error in the measured loss rate for the pressure standard. For the

turbopump system used in this work, it was found that the base pressure can change by

about 1× 10−10 Torr during the time a full trap depth characterization measurement is

performed over 6 hours, and this contributes less than 0.4 % to the uncertainty of the

final result when the test species is N2.

In addition, sensor atom losses due to two-body elastic (evaporation), two-body in-

elastic [127] and three-body recombination losses [134] arising from intra-trap collisions

are exceedingly small since the density of the trapped Rb atoms is below 107 cm3,

leading to the two body loss rate is on the order magnitude of 10−5 s−1.

Finally, variations in the ambient temperature (the temperature of the vacuum

chamber) during the measurements lead to uncertainties in the temperature of the

gas being measured. This variation is less than 0.5 K contributing less than 0.01%

uncertainty in the value of 〈σtotv〉.

4.4.2 Random Errors

Besides these systematic errors, some random errors are reflected in the statistical un-

certainties, limiting the precision of the measurements. First, the observed variation in

the decay rate measurements (including the shot-to-shot variations in the atom number

and the electronic noise in the photon detector) leads to a statistical uncertainty of 1.8%

in the value of 〈σtotv〉. In addition, because we use the ion gauge readings to normalize

away pressure variations during the measurement, random noise in the ion gauge read-

ings Px is written into Γ/Px and introduces additional statistical error to the value of

〈σtotv〉. The shot-to-shot noise in IG “a” readings contributes about 0.2% in the sta-

tistical uncertainty while calibrating with the noiser IG “b” measurements introduces

1.0% uncertainty, as shown in Fig. 4.12. The error budget described in this section is

summarized in Table 4.4. The systematic and random uncertainties together (added in

quadrature) lead to an upper-bound total uncertainty of ±2.2% on the measurements

of 〈σtotv〉. A similar method has been applied to other test species, and the resulted

109



4.4. Uncertainty Analysis

uncertainties are presented in column 2 of Table. 4.2.

Source of Errors δ〈σtotv〉/〈σtotv〉 /%

Heating effects < 0.5
Base pressure changes < 0.4

Majorana loss rate changes < 0.06
Statistical uncertainty < 1.9

Ambient temperature changes < 0.01

Total Estimate < 2.2

Table 4.4: Relative uncertainties for the total velocity averaged cross section 〈σtotv〉
when the test species is N2. The statistical uncertainty results from fitting the data,
including variations due to fluctuations in the decay rate measurement 1.8% and fluc-
tuations in the IG “a” readings 0.2% (1.0% for IG “b” readings). Note that the sizes of
both the statistical and the systematic errors depend on collision species.
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Chapter 5

Application of QDU: Precision

Measurements of 〈σtotv〉

In Chapter 4, we used the full quantum scattering computations to demonstrate the

quantum diffractive universality (QDU). Then we further validated this universal law

by experimentally mapping out the loss rates as a function of trap depths in the MT.

This allows us to construct a self-calibrating primary quantum pressure standard. Using

the quantum universal pressure standard, we were able to measure the pressure of both

atomic and molecular gas species within 2.0% uncertainty.

We found that fitting the loss rate versus trap depth data to the universal equa-

tion, Eq. 4.16, one can determine the total velocity averaging collision cross section,

〈σtotv〉. In return, this QDU provides us with a way of precisely determining 〈σtotv〉

for the collision system we are interested in. In addition, applying the self-calibration

method allows the experimental determination of 〈σtotv〉 for a wide range of collision

partners, many of which have not or cannot be characterized computationally. Thus,

this technique provides an experimental measure to compare ab initio computations to

and a method for measuring 〈σtotv〉 for the vast majority of species where this quantity

cannot be computed from first principles. This is an important application of the QDU,

and the use of the QDU to perform precision measurements of the 〈σtotv〉 for the Rb-Ar

collision system will be shown in this chapter.

5.1 Trapping Rb Atoms in F=2 Ground State.

In the previous uncertainty analysis study, shown in table 4.4, we have found that

the dominant error is the statistical uncertainty that comes from fitting the loss rate

versus trap depth to the universal equation. There are two ways to reduce the fitting

uncertainty: One is to reduce the size of the errorbar of each data point. The other is
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to extend the range of trap depths included in the measurements, to sample more of the

universal function and improve the precision of the fit 〈σtotv〉 value. The former option is

achieved by using a different measurement scheme, a two-point scheme, will be discussed

in section 5.2. The latter is achieved by trapping 87Rb atoms in the |F = 2,mF = 2〉

state and is presented in this part.

In our case, the fitting range is the accessible range of the trap depths in the MT.

Given the expression of the trap depth in Eq. 4.25, we can notice that the most efficient

way to increase the trap depth is to increase the maximum achievable energy of atoms,

Emax. As shown in Eq. 4.24, Emax depends on the size of the RF surface, zmin, the axial

magnetic field gradient, dB/dz, and the quantum number of the trapped sublevel, mF .

The size of the RF surface is limited by the radius of the laser beams, rbeam ≈ 1.2 cm,

and the value of the axial magnetic field gradient is limited by the maximum current

we can run through the coil, Imax = 200 A, which provides the axial field gradient of

272 G/cm. Therefore, for 87Rb atoms in |F = 1,mF = −1〉 state, the maximum trap

depth we can achieve is 3.0 mK. To further increase the trap depth, we can trap atoms

in |F = 2,mF = 2〉 state so that the value of the quantum number, mF , is increased by

a factor of 2, which leads to an increase of the maximum trap depth by a factor of 2.

5.1.1 Optical pumping

The experiment procedure of trapping 87Rb atoms in the |F = 2,mF = 2〉 state is similar

to trapping them in the |F = 1,mF = −1〉 state, as introduced in section 4.2.1. We

loaded atoms into the 3D MOT region by propelling atoms from the 2D MOT section.

Then the atoms in the 3D MOT section are further cooled by turning down the pump

laser power and shifting the pump laser frequency to 60 MHz below F = 2 → F ′ = 3

transition for 20 ms. Instead of extinguishing the repump laser first and leaving the

pump light on as we operated in trapping atoms in the F=1 state, we turned off the

pump light first and left the repump light on.

Meanwhile, we applied a 50 µW right-hand circularly polarized optical pumping

(OP) light which drives F = 2 → F ′ = 2 transition, as shown in figure 3.9. An

extra magnetic field, generated by the compensation coils, is also introduced along the

direction of the OP light, as described in section 3.3.3. After 2 ms, the repump light,

the optical pumping light and the composition coils are extinguished, so the atoms are
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transferred to the low-field seeking sublevels in F = 2 state. We noticed that the optical

pumping is essential to increase the signal-to-noise ratio (SNR) since it increases the

efficiency of transferring atoms to the stretched states in F = 2. The inset of figure 5.1

shows the recapture fraction (atom number) in the MT with the OP light applied and

the recapture fraction without the OP light. With the OP light, the total atom number

in the MT has been increased by a factor of 7 while the energy distribution of the atoms

is still kept the same, as demonstrated in figure 5.1.

Figure 5.1: Fraction of atoms remaining in a MT as a function of energy, set by an RF
pulse that ejects sensor atoms with energy above this. These data are fit to a cumulative
MB distribution (dashed line) for the trapped atom ensemble. The remaining fraction
is obtained by normalizing the recapture fraction to the maximum value, as shown in
the inset. When the optical pumping beam is applied, more atoms can be transferred
into |F = 2,mF = +2〉 state (blue circles). Here, |F = 2,mF = +1〉 state atoms have
been gravitationally filtered out. On the contrary, fewer atoms will be transferred if the
optical pumping beam is not applied (orange squares). However, the energy distribution
is the same for both cases. The mean energy of both distributions is 1332.28 µK, and
the minimum energy (below which we find no atoms) is Emin = 1360µK.
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5.1.2 Gravitational filtering

There are two trappable sublevels (mF = 1 and mF = 2) in F = 2 state of 87Rb, as

illustrated in figure 3.4. A mixture of atoms in these two states will experience different

trap depths, complicating the loss rate measurements. Therefore, we need to ensure

that atoms are trapped in pure |F = 2,mF = 2〉 state so that the MT loss rate can be

measured from a single trap depth.

Given the minimum required magnetic field gradient to trap atoms depends on the

sublevel, b′I = mg
µBgFmF

, we can distinguish them by ramping the coils to different

magnetic field gradients, as demonstrated in figure 3.15. We found the minimum axial

magnetic field gradient to trap |F = 2,mF = 2〉 state is 15.23 G/cm, which can be

achieved by setting coil current to 11.2 A. While the minimum gradient to trap |F =

2,mF = 1〉 state is 30.46 G/cm when the coil current is set to 22.4 A. Therefore, to filter

out |F = 2,mF = 1〉 state atoms, we ramp the coil current to a value, IGF, between

11.2 and 22.4 A and wait an amount of time, tGF, to allow the untrappable state atoms

to leave from the trap. Finally, we ramp up the magnetic trapping current to a final

target value to perform the loss rate measurements from an ensemble that contains

solely atoms in the |F = 2,mF = 2〉 state.

However, extra care needs to be taken when choosing IGF and tGF since we have

found that the atom cloud undergoes a damped oscillation during the GF step (see

figure 5.2). If one chooses a tGF that is not long enough to allow the cloud to reach

equilibrium, one would have a larger uncertainty in measuring the decay rate and the

energy distribution of the cloud.

To characterize the dynamics of the cloud in the GF step, we measured the energy

distribution of the atoms at different GF times and different magnetic coil currents. This

is achieved by increasing the coil current to the maximum value, I = 200 A, immediately

after the GF step is finished. This non-adiabatic increase of the magnetic field will not

affect the final position of the atoms in the GF step. Therefore, by measuring the final

energy distribution of the atoms under the high magnetic field, we will get a snapshot

of the position of the atoms in the GF step.

We measured the final energy distributions at two different GF coil currents, I = 15

A and I = 20 A. We scanned the GF time from 0 ms to 2000 ms for each current.

Figure 5.2 shows the cumulative energy distributions of the atoms in the GF step with
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Figure 5.2: Fraction of atoms remaining in a MT as a function of energy after per-
forming a gravitational filter step of various durations. It shows the cumulative energy
distributions of the atoms in the GF step with the GF 15 A coil current and wait time
for 0 ms (orange squares), 50 ms (green triangles), and 200 ms (blue circles). The mean
fitted energies of the distribution for 0 ms, 50 ms, and 200 ms are 691.3 µK, 1810.3 µK,
and 2998.0 µK, respectively. The fitted minimum energy for 0 ms, 50 ms, and 200 ms
are 649.7 µK, 942.9 µK, and 285.1 µK, respectively.

the GF coil current equaling 15 A but at different GF times. We can notice that the

energy distribution varies as a function of the GF times. Fitting the data to the energy

shifted MB distribution, Eq. 4.28, we can extract the mean and minimum energy of

the distribution. The mean energy of the distribution is proportional to the radius

of the cloud in the radial direction, while the minimum energy of the distribution is

proportional to the minimum position of the cloud.

The fitted mean and minimum energies are plotted as a function of GF time, shown

in figure 5.3. We can see the cloud is ‘breathing’ in both the axial and radial directions.

By fitting the results to the expression of the damped oscillator, we can characterize the

oscillating periods. We have found the oscillating periods in the axial direction are 85

ms and 90 ms for the case of IGF = 15 A and IGF = 20 A, respectively. In comparison,

the oscillating periods in the radial direction are 190 ms and 100 ms for the case of
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IGF = 15 A and IGF = 20 A, respectively. The ratio of the oscillating frequencies in the

axial direction to the radial direction is about a factor of 2, which matches the ratio of

the strength of their magnetic force in those 2 directions. The oscillation frequencies

agree well with the results reported in ref.[135] even though the studies were on Li

atoms. This suggests the dynamics of the cloud is caused by the magnetic force and is

independent of the trapped species.

To obtain a stable energy distribution in the final MT, we need to choose the GF

time long enough so that the cloud size is stable. Here, we chose the GF coil current

to be 20 A and applied the GF step for 200 ms in order to have a stable cloud and to

filter out all atoms in |F = 2,mF = 1〉 state.

5.1.3 Two-body elastic collisions

Another difficulty in performing trap loss rate measurements for atoms in the |F =

2,mF = 2〉 state is the enhanced two-body collisions. This is because the density of

atoms trapped in F = 2 state is higher than the density in F = 1 state resulting from

stronger spatial confinement. For a given trap depth, the trap volume of atoms can be

estimated as,

V ≈ (zmin)3 =
( hνmin

hµBgF |mF |
(
dB
dz

))3
. (5.1)

Here, we substitute the axial radius of the RF surface, zmin, with Eq. 4.23. From Eq. 5.1,

we can conclude that the trap volume of atoms in mF = 2 state is roughly a factor of

8 less than the trap volume of atoms in mF = ±1 state for a given trap depth, hνmin.

Therefore, the density of the mF = 2 state atoms is about a factor of 8 higher, which

enhances the two-body collisions.

We excluded the possibility that two-body spin-exchange collisions happen in the

system since the atoms are all trapped in single mF = 2 state [136, 137]. Another

inelastic two-body collision mechanisms is the spin relaxation collision which has a rate

on the order of 10−5 s−1 [138]. This is negligible compared to the one-body collision

rate, which is in the range of [10−2, 10.0 ]s−1. However, the fact we still observed the

obvious two-body collision loss at low trap depth, as shown in figure 5.4, showed that

the two-body collision rate is comparable to the one-body collision rate. We have found
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Figure 5.3: Panel (a) shows the fitted minimum energy as a function of the GF times
at two different GF coil currents, 15 A (close circles) and 20 A (open circles). The
fitted minimum energy is proportional to the minimum axial position of the cloud. The
details of the plot between 0 and 400 ms are shown in the inset. Panel (b) shows the
fitted mean energy as a function of GF time. The fitted mean energy is proportional
to the radius of the cloud. The dashed lines represent the fitting to the expression of a
damped oscillator. Damping results solely from dephasing of particles [135].

that the total loss rate at the long holding time converges to the one-body loss rate, and

the loss rate curve is well modeled by a single exponential decay at large trap depths.

Therefore, we concluded that the two-body intra-trap collisions are elastic collisions.

After an elastic collision, one of the partners will gain the extra momentum and energy,

117



5.1. Trapping Rb Atoms in F=2 Ground State.

the other will lose the same momentum and energy. When the trap depth is shallow,

the one which gained momentum will leave the trap, while the other one will remain

in the trap. This results in atom loss after the two-body elastic collisions at low trap

depths. However, if the trap depth is large, both the particles stay in the trap after the

elastic collisions, which matches the observation that the two-body loss disappears as

the trap depth increases. We can model the dynamics of the atoms in the trap as [139],

dN

dt
= −ΓN − bN2, (5.2)

where Γ is the total one-body loss rate. b = β/Veff , where β is the two-body collision

rate and Veff is the effective volume of the atoms. The solution to Eq 5.2 is,

N(t) =
N0 exp (−Γt)

1 + bN0
Γ [1− exp (−Γt)]

, (5.3)

N0 is the initial number of atoms in the MT. By fitting the data in figure 5.4 to Eq. 5.3

and estimating the Veff = 1.55× 10−4cm3 based the trap depth 190 µK, we can obtain

the two-body collision loss rate, β ≈ 6.9× 10−12cm3/s.

To mitigate the two-body collisional loss, we need to decrease the density of atoms in

the MT. This can be achieved by increasing the trap volume of the atoms by lowering

the magnetic field gradient. Especially when the trap depth is shallow, we need to

decrease the magnetic field gradient. However, we still kept the magnetic field high at

higher trap depths where the contribution of the two-body loss is small compared to the

one-body loss. We measured the loss rate of atoms in the MT as a function of the trap

depth with the magnetic field axial gradient ranging from 40.8 G/cm (I = 30 A) to 272.0

G/cm (I = 200 A). The results are presented in figure 5.5. From the measurements,

we found the threshold magnetic field gradient that eliminates the two-body collisional

loss is 81.6 G/cm (I = 60 A). The magnetic field gradient at 272 G/cm (I = 200A) can

be used when the trap depth is larger than 1.0 mK. Below 1.0 mK, we should run the

coil at 60 A, which gives an 81.6 G/cm magnetic field axial gradient. In the following

measurements, we used this ”hybrid” method that runs a low gradient (81.6 G/cm)

when the trap depth is below 1.0 mK and a high gradient (272 G/cm) when the trap

depth is above 1.0 mK. This allows us to minimize the contributions from two-body
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5.2. Two-point Decay Rate Measurement

Figure 5.4: A plot of recapture fraction as a function of holding time in the MT. The
blue circles represent the loss rate measurement with the trap depth of 190 µK, while
the orange squares represent the measurement that happens when the trap depth is 3
mK. The solid lines represent the two-body fitting function, as shown in Eq. 5.3. The
log scale of y axis is shown in the inset.

collisions and still have a large trap depth range.

5.2 Two-point Decay Rate Measurement

After solving the two-body collision issue in the MT, the observed atom loss will follow

a simple exponential decay, dominated by the 1-body collisions. A previous study on

measuring the spin relaxation time in NMR experiment [140] has shown that the optimal

sampling pattern is placing 22% of the sample points at zero time and the remaining

78% at 1.28 τ , where τ is the lifetime. This data sampling prescription provided the

best estimate of τ with the lowest statistical uncertainty for a fixed number of data
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5.2. Two-point Decay Rate Measurement

Figure 5.5: Decay rate versus the trap depth at different magnetic field gradients.
The inset shows the details of the decay rate in the shallow trap depth regime. The
rise of the decay rate indicates the two-body loss contributions. Squares represent the
measurements for F=1 state atoms, while circles represent the measurements for F=2
state atoms.

points. An intuitive way of comprehending this is that this data selection pattern

balances the need to have the points spread apart for improved precision of the value

of τ with the need for sufficient signal to noise to minimize the statistical uncertainty

in the measurements. For any number of total sampling points, this two-point scheme

produces a result with lower statistical uncertainty than the linearly spaced scheme.

This method can be adapted here in order to reduce the statistical uncertainty in the

decay rate measurement.

Here, we chose to place half of the sample points at the shortest holding time and

the remaining half at 1.28 τ . We verified that this scheme provides a smaller uncertainty

than the linearly spaced scheme. We used the two schemes to measure the decay rate

at the same background density over 20 times. An example of showing the decay rate

measurements with the two schemes is shown in figure 5.6 (a). Then we computed the

relative uncertainty for each run by taking the ratio of the uncertainty, ∆Γ, to the decay

rate, Γ. The comparison results are presented in figure 5.6 (b). Using the two-point
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5.2. Two-point Decay Rate Measurement

scheme, we can reduce the uncertainty in the decay rate by a factor of 2 compared to

the old method, while the decay rate results for both schemes agree well.

Figure 5.6: Panel(a) shows an example of the decay rate measurement with both the
two-point scheme and the evenly spaced scheme. This comparison has been repeated
over 20 times at the same background density. For each run, the relative uncertainty in
the decay rate versus the number of runs is plotted in (b). The orange dots represent
the decay rate measurements using the linearly spaced scheme. The blue dots represent
the measurements with the two-point scheme. The dashed lines represent the average
value of the relative uncertainty using each scheme. The right panel of (b) shows the
histogram distribution of the relative uncertainty.

Another advantage of using this two-point method is that it allows us to extract a

decay rate for each pair of data points while performing a point-by-point correction for

variations in the pressure and ensemble initial atom number from shot to shot. In section

4.18, we introduced the ratiometric quantity (recapture fraction), f(t) = VMT/VMOT, to

express the atom number in the MT normalized to the number of atoms in the original

MOT used to load the MT. We can obtain the decay rate by measuring the recapture

fraction, f(t), as a function of holding times and fitting the data to the exponential

function. This ratiometric quantity can be readily applied in the two-point scheme.

At the initial holding time, tj , and the final holding time, tf , we measured the

recapture fraction as fj(tj) and fk(tk), respectively. The expression of each recapture

fraction is,


fj(tj) = f0 exp(−Γtj)

fk(tk) = f0 exp(−Γtk),

where Γ = Γloss + Γ0 is the total loss rate as explained in section 4.2.1, and f0 is the
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5.2. Two-point Decay Rate Measurement

recapture fraction at zero time. Here, we performed recapture fraction measurements

at the initial and final holding time sequentially in order to avoid the short-term fluc-

tuations in the MOT condition, which affects the number of the zero time recapture

fraction, f0. This would allow us to make an assumption that the zero time recapture

fraction is the same across two-point measurements. Therefore, we can take the log of

the two equations in Eq. 5.4 and calculate the difference,

ln

[
fj(tj)

fk(tk)

]
= Γloss(tk − tj) + Γ0(tk − tj)

ln

[
fj(tj)

fk(tk)

]
=

(Pk − P0)tk
igkBTk

〈σloss(U) v〉

−(Pj − P0)tj
igkBTj

〈σloss(U) v〉+ Γ0(tk − tj). (5.4)

Here, we substitute Γloss with Eq. 4.16. Pj and Pk are the pressure readings from the

IG at the holding time tj and tk, respectively. The IG readings for the test gas species

can be obtained by subtracting the pressure of the ambient gas species, P0. Tj and

Tk are the temperature readings from the TCGs at each holding time. The last term

in Eq. 5.4 indicates the contributions from the loss mechanisms that do not depend

on the density of the test gas species and can be subtracted from the pre-baseline loss

rate measurements. In our case, Γloss is two orders of magnitudes higher than Γ0. An

example of the recapture fraction measurement using the two-point method is shown in

figure 5.7 (a).

Next, we can scale the holding time by its current pressure, piti, according to Eq. 5.4,

so that we can eliminate the variation of the pressures and obtain the following expres-

sion,

ln

[
fj(tj)

fk(tk)

]
− Γ0(tk − tj) =

〈σloss(U) v〉
[
(Pk − P0)tk − (Pj − P0)tj

]
igkBT

, (5.5)

where we assume the change of the background temperature is slow, thus, the back-

ground temperature is the same across the two point measurements, Tj = Tk = T .

Figure 5.7 (b) shows the pressure corrected results after scaling the holding time by the

pressure. One can notice that the scaled holding times are radically different although

the original holding times are the same.
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5.2. Two-point Decay Rate Measurement

Figure 5.7: Panel (a) shows the log of the recapture fraction versus the holding time
when atoms are trapped in F = 2 state and the magnetic trapping is current, I = 200
A. The fluctuations of the test gas density can be reduced by scaling the holding time
by the present IG reading, Pit, as shown in panel (b). The collisions induced heating
can be corrected by scaling the holding time with the heating factor, H(ti), as defined
in Eq. 5.9. After taking the pressure and the heating corrections into account, the final
corrected plot is shown in panel (c). The blue dots in panel (c) are the same data in
(b) and plotted for eye guidance.

123



5.3. Heating Rate Correction

Finally, we run the pair of measurements (initial and final holding time) at least six

times each to acquire an average value of the recapture fraction ratio, which will further

reduce the pressure and recapture fraction fluctuations. From Eq. 5.3 to Eq. 5.5, we

made another assumption that the loss rate coefficients at the initial holding time and

the final holding time are the same, 〈σloss(U) v〉j = 〈σloss(U) v〉k. However, this is not

true if we consider the ensemble heating, especially when the trap depth increases. We

will discuss the method of accounting for the trap heating next.

5.3 Heating Rate Correction

Another issue involved in achieving a higher trap depth is the collision-induced heating

which is due to collisions that fail to eject atoms from the trap [56, 131]. As the trap

depth increases, the fraction of collisions leading to retained trapped atoms increases,

which results in the increase of the average energy of the atom ensemble with hold

duration in the MT. Therefore, the trap depth of the atoms in the MT will decrease

over time due to the effect of the heating, leading to a systematic overestimate of the

measured 〈σtotv〉 value. Although the fitting uncertainty decreases as the range of trap

depths increases, the systematic error caused by the heating effect will increase. We

have found that the heating error becomes dominant once the scaled trap depth, U
Ud

,

passes 0.3. The total uncertainty in determining 〈σtotv〉 value is limited by the heating

effect. Therefore, we need to correct the heating effect in order to achieve a lower

total uncertainty. In the two-point decay rate measurement scheme, we can isolate the

heating effect by taking the 〈σloss(U) v〉 values differently at two different holding times

in Eq. 5.4. We define 〈σloss(U) v〉j as the initial loss rate coefficient at the initial holding

time, tj , and define 〈σloss(U) v〉k as the final loss rate coefficient. Thus, we have the
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new expression,

ln

[
fj(tj)

fk(tk)

]
− Γ0(tk − tj)

=
(Pk − P0)tk

igkBT
〈σloss(U) v〉k −

(Pj − P0)tj
igkBT

〈σloss(U) v〉j .

=
(Pk − P0)tk

igkBT

∫ Emax

0 〈σloss(Emax − E) v〉k ρ(E, tk)dE∫ Emax

0 ρ(E, tk)dE

−(Pj − P0)tj
igkBT

∫ Emax

0 〈σloss(Emax − E) v〉j ρ(E, tj)dE∫ Emax

0 ρ(E, tj)dE
. (5.6)

Here, we replace 〈σloss(U) v〉 with 〈σloss(U) v〉 based on the rigorous analysis in sec-

tion 4.3, which shows the rate coefficient averaging over the energy distribution of the

ensemble, ρ(E, t), at time t. Note the energy distribution of the ensemble is a time

dependent function due to the collision-induced ensemble heating. Therefore, if we can

characterize the energy distribution as a function of time, we can then evaluate the time

dependent loss rate coefficient from zero time to the measurement time t to account for

the changes due to the trap heating,

ln

[
fj(tj)

fk(tk)

]
− Γ0(tk − tj)

=
(Pk − P0)

igkBT

∫ tk

0

∫ Emax

0 〈σloss(Emax − E(t)) v〉 ρ(E, t)dE∫ Emax

0 ρ(E, t)dE
dt

−(Pj − P0)

igkBT

∫ tj

0

∫ Emax

0 〈σloss(Emax − E(t)) v〉 ρ(E, t)dE∫ Emax

0 ρ(E, t)dE
dt.

(5.7)

To simplify the expression, we can factor out the loss rate coefficient at zero time,

〈σloss(U) v〉t=0, which gives the following final expression,

ln

[
fj(tj)

fk(tk)

]
− Γ0(tk − tj)

=
〈σloss(U) v〉t=0

igkBT

[
(Pk − P0)H(tk)− (Pj − P0)H(tj)

]
, (5.8)
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where we define the heating factor as,

H(t) =

∫ t
0

∫ Emax
0 〈σloss(Emax−E(t)) v〉ρ(E,t)dE∫ Emax

0 ρ(E,t)dE
dt∫ Emax

0 〈σloss(Emax−E) v〉ρ(E,t)dE∫ Emax
0 ρ(E,t)dE

dt

=

∫ t
0

∫ Emax
0 〈σloss(Emax−E(t)) v〉ρ(E,t)dE∫ Emax

0 ρ(E,t)dE
dt

〈σloss(U) v〉t=0

. (5.9)

Figure 5.8: The average temperature of the cloud versus the holding time for atoms
trapped in F = 1 state at the magnetic trapping current, I = 60 A (open blue squares)
and I = 200 A (blue closed squares) and in F = 2 state at the magnetic trapping
current, I = 60 A (red open circles) and I = 200 A (red closed circles). The average
temperature is obtained by fitting the accumulated energy distribution of the ensemble,
measured by the RF ‘knife’ method, to the accumulated MB distribution, as shown
in Eq. 4.28. The average temperature of the ensemble is linearly increased with the
holding time. The dashed lines are the best linear fit.

Next, we measured the energy distribution of the ensemble as a function of the

holding time using the RF “knife” method. We measured the ρ(E, t) when the atoms

are trapped in both F = 1 and F = 2 state. For each state, we also measured the ρ(E, t)

at two different trapping currents, I = 60 A and I = 200 A. The average temperature

of the cloud is linearly increasing over time, as expected. The results are presented in
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figure 5.8. Thus, we can express the time-dependent energy distribution as,

ρ(E, t) = Θ(E − Emin) · 2
(
E − Emin

π

) 1
2
(

1

kBT (t)

) 3
2

e
−E−Emin

kBT (t) ,

(5.10)

where T (t) = T0+mt and Emin is found to be constant over time. The experimentally de-

termined energy distribution as a function of time can be plugged in Eq. 5.9 to compute

the heating factor, H(t) in order to account for the heating effect. Figure 5.7 shows the

recapture fraction as a function of the final heating corrected quantity, H(t)P , as shown

on the right-hand side of Eq. 5.8. Then, we can solve for the value of 〈σloss(U) v〉t=0/ig,

by plugging the computed heating factors into Eq. 5.8,

〈σloss(U) v〉t=0

ig
= kBT

ln
[
fj(tj)
fk(tk)

]
− Γ0(tk − tj)[

(Pk − P0)H(tk)− (Pj − P0)H(tj)
] . (5.11)

However, one can notice that the right-hand side of Eq. 5.11 also has an unknown

parameter, 〈σloss(U) v〉 (included in the heating factor), which prevents us from directly

computing the left-hand side. To solve this, we used an iteration fitting method to

determine the final 〈σtotv〉 and ig values:

1. We feed an initial guess value of 〈σtotv〉 into the expression of H, Eq. 5.9, to

compute the values of H(tj) and H(tk) for the right-hand side of Eq. 5.11.

2. Plug in the computed H values, we can solve for the left-hand side,
〈σloss(U) v〉j

ig
,

of Eq. 5.11.

3. Fit the computed results,
〈σloss(U) v〉j

ig
, in step 2 to the rigorous fitting function, we

can get the fitted 〈σtotv〉 and ig values.

4. Replace the initial guess value with the new fitting result and repeat the steps

from 2 to 4 until the fitted 〈σtotv〉 is converged.

We have found this iteration method works well and were able to get a convergence

of the 〈σtotv〉 value after first 3 steps even if the initial guess is off by a factor of 6, as

illustrated by the simulated results shown in figure 5.9. An intuitive way to think of

this iteration method is that if the initial guess of 〈σtotv〉 is overestimated, the heating
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rate will then be also overestimated which leads to a smaller fitted 〈σtotv〉 result, vice

versa. Therefore, the next guess value will be more close to the true value. After several

steps, the fitted result will converge. This iteration method provides us a nice feedback

loop to determine 〈σtotv〉 and eliminate the heating effect.

Figure 5.9: Fitted 〈σtotv〉 results as a function of the iteration step for atoms trapped in
F = 2 state. The 〈σtotv〉 value at zero iteration time represents the value of the initial
guess. The initial guesses have been varied over a factor of 6 and they all converge to
the same 〈σtotv〉 value, 2.8× 10−15m3/s.

5.4 Experiment Results

After taking into account the issues discussed above, we performed the precision mea-

surements of 〈σtotv〉 for collisions between trapped 87Rb and Ar atoms. We started by

measuring the loss rate of Rb atoms without introducing Ar gas in order to determine

the baseline decay rate, Γ0, in Eq. 5.11. Then, to eliminate the two-body loss contri-

butions, we run the magnetic field current at 60 A for the trap depth from 200 µK to

2.0 mK, and run the magnetic field current at 200 A for the trap depth larger than 1.0

mK. There is an overlap trap depth region between the trapping current 60 A and 200
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A, which is used to examine whether the loss rate coefficient depends on the trapping

current.

We also examined the state dependence of 〈σtotv〉 by performing the loss rate mea-

surements for Rb atoms trapped in both F = 1 and F = 2 states. We altered the

measurements for the loss rate of F=1 and F=2 state atoms in order to reduce the

time-dependent systematic effects. Given that the magnetic moment for the Zeeman

sublevel of F = 1 state is a factor of 2 smaller than it of F = 2 state, the largest

accessible trap depth for F = 1 state is around 3.0 mK, while the largest accessible trap

depth for F = 2 state is 6.0 mK.

Next, we leaked Ar gas into the system and brought up the pressure to around

9.0× 10−9 Torr through a leak valve. When the pressure is stable, we then altered the

measurement for the loss rate of Rb atoms in F = 1 and F = 2 states at trap depths

chosen in random order. We repeated the loss rate measurement for each trap depth

five times to further reduce the statistical uncertainty. Then we measured the energy

distribution of the ensemble as a function of time in order to account for the heating

effect.

Finally, we subtracted the decay rate at the base pressure from the decay rate

measurements at the high Ar pressure. The subtraction results are then subjected to

the pressure and heating correction procedures according to Eq. 5.11. The results are

presented in figure 5.10. The measured 〈σloss(U) v〉
ig

at the trapping current 60 A agrees

well with the values measured at the trapping current 200 A, which demonstrates the

loss rate coefficient is only trap depth-dependent. Moreover, the overlap between the

F = 2 state results and F = 1 state results shows the loss rate coefficient is independent

to the hyperfine state as expected. The results in figure 5.10 are then fit to the rigorous

function, as shown in Eq. 4.33, to extract the value of 〈σtotv〉 and ig. The extracted

values are presented in table. 5.1. One can notice that the extracted 〈σtotv〉 value

agrees with the previous determinations in table 4.3 but with a much smaller statistical

uncertainty. However, the ig for Ar gas has been changed over 10 % over two years

period of time. This instability of IG calibration factor again shows the advantages of

the MT based CAPS.

This experimentally determined 〈σtotv〉 value is compared with the full quantum

scattering computations using two different forms of the PES; one is in the form of
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Figure 5.10: Measured 〈σtotv〉
ig

as a function of trap depth for atoms trapped in both

F = 2 (blue markers) and F=1 state (red markers). For each state, we run the magnetic
trapping current at 60 A (open markers) for the trap depth below 2.0 mK, and run the
trapping current at 200 A (closed markers) for the trap depth above 2.0 mK. Each
data point is an average of five different measurements. The errorbar on each datapoint
indicates the statistical uncertainty only.

L-J PES, the other is in the form of the modified Morse PES [12]. For each form

of the PES, we chose the long-range coefficient, C6 = 336.4Eha6
0, and the depth of

the potential, ε = 38.06cm−1, quoted from Ref.[12]. The comparisons are shown in

table 5.1. The experiment result agrees well with both numerical computations. The

agreement between the numerical result, 2.82×10−15m3/s, using L-J form PES and the

experiment results 2.793(8)(25)×10−15m3/s is better since the universal fitting function

was generated based on the L-J form PES.

5.5 Error Analysis

The values for 〈σtotv〉exp
Rb−Ar are listed in table 5.1. Each value is followed by two terms

in brackets. The first term is the total statistical uncertainty in the experimental value,

while the second bracket is the total systematic uncertainty. The dominant statistical

uncertainty comes from the variation in the decay rate measurements as analyzed in
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Rb state 〈σtotv〉num
Rb−Ar × 10−15m3/s 〈σtotv〉exp

Rb−Ar × 10−15m3/s ig,Ar

F = 1
2.82[1],3.02[2] 2.810(32)(30) 1.394(16)

F = 2 2.793(8)(25) 1.404(5)

Table 5.1: The fitted values for 〈σtotv〉 for collisions between Rb and Ar atoms and the
ion gauge calibration factor for Ar gas. The first bracket in the column of 〈σtotv〉exp

Rb−Ar

indicates the total statistical error and the second one indicates the total systematic
error. The numbers in the column of 〈σtotv〉num

Rb−Ar are the numerically computed 〈σtotv〉
for Rb-Ar collisions. The long-range coefficient, C6 = 336.4Eha6

0, and the depth of the
potential, ε = 38.06cm−1, are quoted from Ref.[12]. [1] represents the numerical result
using the L-J PES form, while [2] represents the numerical result using the modified
Morse PES in [12].

section 4.4. After applying the two-point measurement scheme, we have successfully

reduced the statistical uncertainty in the decay rate down to the 1.0 % level. For atoms

in the |F = 1,mF = −1〉 state, we have found that the statistical error in determining

〈σtotv〉 is about 1.0%, while the error is decreased by a factor of 2 when trapping atoms

in |F = 2,mF = 2〉 state since we have a larger data range to fit to mitigate the

statistical error. In addition, there is random noise in the ion gauge readings, which

is written into the scaled holding time, H(t)P , as shown in Eq. 5.8. This introduces

additional statistical error to the value of 〈σtotv〉. The shot-to-shot noise in IG readings

contributes about 0.2% in the statistical uncertainty in 〈σtotv〉.

Besides the statistical error, we also analyzed systematic errors associated with de-

termining 〈σtotv〉. The systematic errors due to the Majorana loss, the two-body col-

lision loss, the change of background constituents, and the change of the environment

temperature have been analyzed in section 4.4. Here, we also experimentally and nu-

merically assess the systematic error introduced by the change of the ensemble energy

distribution during the measurements. The change of the ensemble energy distribution

is due to the drifting in the laser frequency and the changes of the laser beam alignments

in the trapping region. We measured the energy distribution of the ensemble with the

same trapping conditions over the course of a day. The fitted average temperature of

the ensemble changes within 3.0%, which contributes less than 0.1 % uncertainty to the

value of 〈σtotv〉.

Finally, there is a measurement uncertainty in determining the heating rate (average

energy as a function of the holding time), which introduces a systematic error in applying

heating rate correction to the decay rate measurements. There is a < 5.0% error in
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determining the heating rate, which adds a < 0.6% systematic error in determining

〈σtotv〉. The total systematic error is presented in the second bracket in column 3

of table 5.1. The error budget in determining 〈σtotv〉 with atoms in F = 2 state is

summarized in Table 5.2. The systematic and statistical uncertainties together (added

in quadrature) lead to an upper-bound total uncertainty of ±0.9% on the measurements

of 〈σtotv〉 for Rb-Ar collisions. A similar method has been applied to the measurements

with 87Rb atoms in F = 1 state.

Source of Errors δ〈σtotv〉/〈σtotv〉 /%

Heating rate changes < 0.6
Ensemble temperature changes < 0.1

Base pressure changes < 0.4
Majorana loss rate changes < 0.06

Ambient temperature changes < 0.01
Statistical uncertainty < 0.5

Total Estimate < 0.9

Table 5.2: Relative uncertainties for the total velocity averaged cross section 〈σtotv〉 for
87Rb-Ar collisions. The Rb atoms are trapped in F = 2 ground state. The statistical
uncertainty results from fitting the data which include variations due to fluctuations in
the decay rate measurement 1.0% and fluctuations in the IG “a” readings 0.2% (1.0%
for IG “b” readings).

We believe this measurement can be generalized to precisely measure 〈σtotv〉 for the

collisions between Rb and other test gas species where the PES is not/cannot be known

as a priory.
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Chapter 6

Magneto Optical Trap (MOT)

Based CAPS

The MT-based CAPS is limited to an upper-pressure limit to a pressure of ≈ 10−8 Torr

( 10−6 Pa). This limitation is imposed by several factors. First, as the gas pressure

increases, the number of atoms in a MOT, used to load the MT, decreases. This is

because the losses induced during the loading of the MOT increase and the loading rate

of the MOT decreases. In addition, the transfer efficiency of the atoms from the MOT

to the MT is less than 60% (even in the presence of the optical pumping stage), further

reducing the signal-to-noise ratio for MT loss rate measurements.

Second, the RF “knife” used in this apparatus is located outside the vacuum housing,

approximately 2 cm from the trapped atoms. The result is that the RF field needs to

be applied for approximately 700 ms to ensure that the energetic atoms are completely

removed from the trap to properly define the trap depth, making the minimum hold

time for the MT measurements. At high pressures, the higher loss rate and lower atom

number initially loaded into the MT reduces the number of atoms remaining in the MT

after this period below our detection limit.

By contrast, the fluorescence signal from the 3D MOT is capable of being detected

up to higher background pressures. Also the loss rate from the MOT is on the order

of 4-5 times lower than the loss rate for the MT owing to the much larger trap depth

of the MOT (1 K for the MOT compared to 1 mK for the MT). These features enable

MOT loss rate measurements at pressures 60 times greater than that possible for MT

measurements.

It would be advantageous to be able to operate the primary quantum pressure stan-

dard at pressures in the high vacuum (HV) regime 1 × 10−7 Torr ( 1.33 × 10−5 Pa),

the lower end of operation of spinning-rotary gauges (SRG). This would allow the pri-
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mary standard for high- and ultra-high vacuum pressures defined and measured by the

CAPS to be connected to the mercury manometer primary standard via the MOT loss

measurements and the SRG measurements.

In this chapter, I will start by introducing the use of a MOT as a transfer pressure

standard calibrated against the MT based CAPS. In our apparatus, we find the losses

from a MOT can be measured for Argon pressures up to the mid 10−7 Torr (10−5 Pa)

range, making a MOT a good candidate for a transfer standard since this pressure

overlaps SRG. Later, I will propose the idea of using a MOT to directly measure the

pressure in the vacuum which involves the characterization of the excited state fraction

(ESF) of atoms in a MOT and the determination of the loss rate coefficient between

an excited state Rb atom and the test gas particle. The early-staged work of directly

measuring the pressure with a MOT based CAPS will be presented in this chapter.

6.1 The Use of a MOT as a Transfer Standard.

The biggest roadblock of using a MOT based CAPS is to determine the loss rate coef-

ficient. In contrast to the losses from a shallow MT, the losses from a MOT may not

be well described by the universal law since the typical MOT has a trap depth in the

1-2 K range [141]. At the larger depths, the collision induced losses may be influenced

significantly by the poorly characterized core repulsion part of the interaction potential

(for both ground state and excited state Rb atoms), as well as any inelastic collision

channels that may be present in the collision process. Thus, an ab initio computa-

tion of the effective velocity averaged collision loss rate coefficient, 〈σloss(U) v〉, may be

required but not easily obtained.

A more effective strategy, employed here, is to use the quantum diffractive pressure

standard (MT based CAPS) to calibrate the MOT. Namely, the loss rate from the MT

and the loss rate from a MOT for a fixed background gas pressure can be measured in

sequence. The MOT loss rate induced by background gas ‘x’ is,

ΓMOT = 〈σloss v〉MOT nx

=
〈σloss v〉MOT

kBT
P ′x = S · P ′x, (6.1)

where P ′x is the pressure measured by the MT based CAPS for the test gas, x, at density
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nx. The calibration is carried out over the pressure range accessible to the CAPS and

extrapolated to higher pressures, assuming that the MOT loss rate continues to be

linear in the background gas density. The measurement results are shown in the inset

of figure 6.1. The calibration slope extracted from these measurements, S, can be used

to determine the average 〈σloss v〉MOT = S · kBT (note 〈σloss v〉MOT is an average of the

excited loss rate coefficient and the ground state loss rate coefficient).

An experiment was performed introducing Ar gas into the pressure standard ap-

paratus with the results shown in Fig. 6.1. The magnetic trap depth used was 0.978

mK giving a value of 〈σloss(U) v〉MT = 2.58(5) × 10−15 m3/s. The inset of Fig. 6.1

which shows the low pressure region for which both the MT and MOT loss rates can

be measured. This section is used to calibrate the MOT against the cold atom pressure

standard. The slope was determined to be S = 2.29(1)× 107(s−1/Torr), giving

〈σloss v〉MOT = 7.02(4)× 10−16 m3

s
. (6.2)

The MOT loss rate readings, in conjunction with Eq. 6.2, are then used to compute

the gas pressures, PMOT = kBT · ΓMOT/ 〈σloss v〉MOT. The direct comparison between

the MOT loss rate readings and the ion gauge “a” readings for Ar gas is shown in

Fig. 6.1 which shows that the pressure can be calibrated up to the 4.0 × 10−7 Torr

range based on the MOT loss rate. However, the calibration slope S will drift as the

MOT trapping conditions change over time. If the steady-state excited state fraction

in the MOT varies, the alignment of the MOT laser beams shifts, or the power in the

MOT laser beams changes, then the calibration slope will change. Thus, this method

relies strongly on calibrating against the MT based CAPS and periodically verifying

this calibration.
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Figure 6.1: IG readings versus MOT decay rate for Ar gas (pressure up to 6 × 10−7

Torr). The shaded region in the figure indicates the region where the MOT decay rate
can be calibrated by the MT cold atom gauge (primary), shown in the inset. The error
bars are shown in the plot but are too small to be seen.

6.2 Proposal of Using a MOT as an Absolute Pressure

Standard

In addition to using a MOT based CAPS as a transfer standard calibrated against a MT

based CAPS, one could also use a MOT to measure the pressure in vacuum directly.

However, the direct use of a MOT based CAPS must be carefully considered.

In a MOT there are trapped ground state 87Rb atoms along with a population of

excited state 87Rb atoms. The loss rate coefficient,〈σloss(U) v〉, between an excited state

atom and the test gas particles will differ from the rate for a ground state Rb – test gas

collision. Thus, changes to the ratio of excited state to ground state populations will

lead to variations in the measured loss rate from the MOT, even at a fixed background

gas pressure. In addition, the MOT trap depth is strongly influenced by the power,

136



6.2. Proposal of Using a MOT as an Absolute Pressure Standard

detuning, size, and alignment of the laser beams used to form the MOT. Therefore, one

needs to determine the ESF in a MOT and find a way to control the depth of atoms in a

MOT before any meaningful loss rate pressure determinations can be undertaken. Given

these complications, one anticipates that MOT based pressure measurement will have

an inherently higher uncertainty than the one from the MT based pressure measurement

[54, 53, 70].

In this section, we will first present a method of measuring the ESF of a MOT.

Then a method of determining and varying the trap depth of a MOT will be introduced.

Finally, a measurement of the loss rate coefficient between the excited state Rb atom

and the Ar atom will be shown.

6.2.1 Excited state fraction characterization

In the past, people have shown that the photon scattering rate is useful in the cal-

culations of the number of atoms in the MOT for measurements of the excited-state

fraction [75, 73, 76]. In our experiment, a pump beam transfers atoms in the |F = 2〉

to the |F ′ = 3〉 state of the D2 (52S1/2 → 52P3/2) manifold transitions for 87Rb. Since

the pump transition is dominant, the atomic model can be approximately viewed as

a two-level model which only considers the pump transition. Thus, the steady-state

photon scattering rate per atom for a two-level atomic model, γsc, can be derived using

the density matrix approach as [142],

γsc =
γ

2

s

1 + s+ (2∆/γ)2
. (6.3)

Here, γ = (2π)6.065(9) MHz is the natural decay rate of the 87Rb atoms in the excited

states, and ∆ is the pump laser detuning, which is the difference between the laser’s

optical frequency and the resonance frequency of the F = 2 → F’ = 3 pump transition.

Here s = I/Isat, where I is the intensity of the pump laser light experienced by the

trapped atoms, and Isat is the saturation intensity of the pump transition, which is the

intensity needed for a beam to excite the pump transition at a rate equal to one half of

its natural line width. Solving the rate equation in a two-level model [75], one can find
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the ESF is given by

fe =
s

2(1 + s+ (2∆/γ)2)
=
γsc

γ
. (6.4)

Each atom that scatters a photon will be transferred to its excited state, therefore,

the ESF in the MOT is determined by the photon scattering rate. For a given beam

size, the laser power, W , is proportional to the intensity of the laser light, I. Thus,

the parameter s in Eq. (6.3) can be simplified as s = I/Isat = W/Wsat. W can be

easily measured at a convenient location, under the assumption that this power and

the power at the location of the trapped atoms are directly proportional to each other.

The detuning, ∆, can be precisely controlled in the experiment. Therefore, the only

unknown factor is the effective saturation power Wsat, which can also be experimentally

determined.

Based on Eq. 6.4, if one can measure the scattering rate as a function of the power

and the detuning, then the data can then be fitted to Eq. 6.4 to extract the saturation

power Wsat. We know the fluorescent light, collected on a PD, from each atom is

proportional to the scattering rate. Therefore, measuring the fluorescent light will help

us determine the scattering rate. The collected fluorescent light is converted to the

electrical signal, Vfluo, through a PD and can be expressed as

Vfluo = αγscN, (6.5)

where α is the photon collection efficiency of the optical system times the photon-to-

voltage conversion factor for the detector, and N is the number of atoms that emit

photons. This equation is under the condition that each photon is only scattered from

a single atom before leaving the dilute MOT (verified for our experimental conditions.

See figure 4.5). α is a constant and N is also kept constant during the measurements so

that they don’t contribute to the scattering rate measurements and can be normalized

out later.

At first, we loaded atoms into a MOT using pre-selected ”standard laser settings

(power and detuning). Then we waited for the MOT to reach its steady state population.

Next, the lasers’ settings are suddenly switched to a set of test settings. The switching

time (< 200 µs) is short compared to the time for atoms to escape from the trap so
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that the atom number N is constant during the switch. The ratio of the steady-state

MOT fluorescence at the standard parameter settings, Vstd, to the steady-state MOT

fluorescence at the test settings, Vtest, can be expressed as,

Vstd

Vtest
=
γstd

sc

γtest
sc

=
sstd

stest

1 + s+ (2∆test/γ)2

1 + sstd + (2∆std/γ)2

=
Wstd

Wtest

1

ξstd

(
A+

Wtest

Wsat

)
,

(6.6)

Here, the detuning-dependent quantity A = 1 + (2∆test/γ)2 is defined here for con-

venience. The term ξstd = Astd + sstd is a common scaling factor determined by the

standard laser beam settings sstd and ∆std, which are constant values as the laser stan-

dard settings are fixed.

To speed up the cycle of the measurement, we don’t reload the MOT and switch

it to a new test setting. Instead, we switched the MOT back to the standard setting

in between two test settings. Each new Vtest is normalized to its previous Vstd so

that we strictly keep the number of atoms unchanged. An example of the fast switch

measurement is shown in figure 6.2.

Then, we can eliminate the ratio of standard and test powers from the signal ratio

in Eq. 6.6, and finally obtain,

G =

(
Wtest

Wstd

)(
Vstd

Vtest

)
=

1

ξstd

(
A+

Ptest

Psat

)
. (6.7)

G is an experimental parameter constructed from four easily measured quantities Wtest,

Wstd, V , and Vstd, which allows us to determine the effective, experimental pump sat-

uration power parameter, Wsat, by fitting experimentally determined values of G to

Eq. 6.7.

For a fixed pump detuning, the relation in Eq. (6.7) from the two-level atom model

shows a linear relationship between the empirical parameter G and the pump power P.

The deduced slope mG is

mG =
1

ξstd

1

Wsat
, (6.8)

and the intercept bG is

bG =
1

ξstd
A. (6.9)
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Figure 6.2: The fluorescence of a MOT (captured by a PD) versus time. The MOT is
initially loaded with a standard setting and reached its equilibrium value, Vstd. Then
the lasers’ settings are switched to the test settings and the new fluorescence level is
Vtest. Then, the lasers’ settings are switched between the standard setting and a new
test setting. The red dots in the inset indicate the instant MOT level after the quick
switch, while the green dots indicate the level just before the new switch. The black
dots indicate the average MOT level at this MOT setting. The bottom part of the plot
shows the baseline level of the PD at each laser setting in order to be removed from the
actual voltage to reflect the actual atom number.

Combining these two quantities, one can determine Wsat from the two-level model:

Wsat =
bG
mGA

(6.10)

We performed the measurements by choosing the standard detuning to be 12 MHz, and

the standard pump power to be 80 mW. The test power setting ranges from 35 mW

to 160 mW, and the test detuning setting is chosen from 12 MHz to 26 MHz. The

measured G values are shown in figure 6.3 (a). For each laser detuning, we can fit the

G values as a function of pump power to Eq. 6.7 and extract the slope and intercept.

For each pair of the slope and the intercept, we solved for the saturation power, Wsat.

The calculated Wsat at different laser detunings are presented in figure 6.3 (b). The
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results show that Wsat is independent of the laser detunings as expected and provided

an effective saturation pump power Wsat = 2.12(8) mW. For a given pump power and

the detuning, one can then compute the excited state fraction of a MOT using Eq. 6.4

and the pre-determined saturation power. Note, this determined saturation power is an

experimentally determined value and depends on the alignment and polarization of the

lasers. Thus, one must determine it every time before using the MOT based CAPS to

perform pressure measurements.

In most cases, the above standard two-level model analysis can successfully de-

termine the excited state fraction with the saturation intensity corresponding to the

F = 2 → F = 3′ pump cycling transition while ignoring the scattering from any light

tuned to the F = 1→ F = 2′ repump transition. However, if the repump power is very

weak, the effects of the repump transition on the photon scattering rate must be taken

into account. Thus, we need a more accurate model to describe the photon scattering

rate, a four-level atomic transition model considering the hyperfine splittings can be

used. The expression of the experimental parameter G is then needed to be updated.

The details of the foul-level model study can be found in Ref.[5]. We used a power of

28 mW of repump power and verified that the ESF is insensitive to the repump power.

Therefore, we believe a two-level model is accurate enough to calculate the ESF.

6.2.2 Control of the trap depth of atoms in the MOT

Due to the presence of the excited state atoms in a MOT, the background collision

induced loss rate, ΓMOT
x , can be expressed as,

ΓMOT
x = nx 〈σloss(U) v〉 (1− fe) + nx 〈σloss(U) v〉e fe, (6.11)

where 〈σloss(U) v〉 and 〈σloss(U) v〉e represent the ground state and the excited state loss

rate coefficient, respectively. nx is the density of the test gas, and fe is the fraction of

the atoms in the excited state in the MOT. The value of 〈σloss(U) v〉 can be determined

using a MT based CAPS. Therefore, one needs to know the value of 〈σloss(U) v〉e in

order to determine the test gas density, nx.

The approach to determine the value of 〈σloss(U) v〉e is to measure the loss rate

of a MOT under a known test gas pressure at different ESFs. Since both 〈σloss(U) v〉
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Figure 6.3: Panel (a) shows the G values as a function of the pump power for different
laser detunings (12 MHz n, 14 MHz u, 16 MHz t, 18 MHz s, 20 MHz H, 22 MHz ?,
24 MHz :, and 26 MHz 6.) The dashed lines represent the best linear fit. The fitted
slope and the intercept are used to compute the saturation power Wsat based on Eq. 6.7
and the results are shown in panel (b).

and 〈σloss(U) v〉e are both a function of the trap depth, the trap depths of a MOT at

different ESFs should be held unchanged. Therefore, one can solve for 〈σloss(U) v〉e by

plugging the measured/known quantities, ΓMOT
x , nx, fe, and 〈σloss(U) v〉 into Eq. 6.11.

As one can see that the key to this method is to vary the ESF while keeping the trap

depth constant.
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Previous studies [66] have shown that the depth of the MOT depends on the area

of the trap, thus, we can vary the trap beam size to vary the trap depth. Based on

the two-model analysis in the last section, the ESF of a MOT is independent of the

repump light. By contrast, the trap depth of the MOT depends on the spatial size of

the trapping volume. Therefore, varying the size of the repump beam would allow us

to change the trap depth while keeping the ESF unchanged.

We first studied the dependence of ESF on the repump beam size. We chose two

different repump beam sizes; one is at the largest (1/e2 radius is 0.9 cm), the other

is at the smallest repump beam (1/e2 radius is 0.025 cm) that still allows atoms to

be trapped. The repump beam size is set using a motorized iris (Standa), as shown

in figure 3.11. The calibration of the motorized iris is presented in appendix A. For

each size of the repump beam, we performed the G measurements as introduced in the

previous section. The “standard” setting is kept the same for both repump beam sizes,

Wstd = 80.0 mW and ∆std = 12.0 MHz. We varied the “test” power settings from 30

mW to 160 mW and the “test” detuning settings from 10 MHz to 26 MHz. Figure 6.4

(a) presents the G values at different repump beam sizes. If G values at different beam

sizes agree with each other, we should expect the same ESF. The difference between

the G values at different beam sizes are shown in the bottom part of figure 6.4. As

we can see, the larger the pump power, the smaller variable range of the detunings we

can choose to keep the same ESF at two different repump beam sizes. This is because

when the trapped atoms inevitably fall into the |F = 1〉 ground state and no longer

interact with the pump laser beams, it takes a longer time for them to interact with the

narrow diameter repump beam which sends them into the |F = 2〉 state. This change

in dynamics is no longer captured by the 2-level model. Therefore, we need to select the

‘stable’ range of the ESF at different repump sizes carefully, which gives total variable

ESF range to be [0.16, 0.43]. The 2D map of the ESF as a function of the pump power

and the detuning is shown in figure 6.4 (b).

Next, we verified that the trap depth changes as the repump beam size changes. To

measure the trap depth of the MOT, we used the photoassociation method by introduc-

ing an additional laser, referred as ‘catalysis’ laser (CAL), to the MOT region [71, 66].

In a MOT, two colliding cold ground state atoms can resonantly absorb a photon from

the ‘catalysis’ laser, which excites them to a repulsive molecular state. The molecule
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Figure 6.4: Panel (a) shows the G value as a function of the pump power at different
detunings. The same measurements are repeated at two different repump beam sizes:
One is at 1/e2 radius 0.9 cm (blue dots), the other is at 1/e2 radius is 0.025 cm (red
dots). The bottom part shows the difference of the G values at different repump beam
sizes. The overlap region represents the same ESF even though at different repump
beam sizes. The pump powers and detunings in this overlap region are used to compute
the corresponding ESFs. The results of the ESFs are plotted as a function of the power
and detuning and shown in panel (b).

quickly dissociates, and the atoms move apart picking up kinetic energy and then spon-

taneously emitting back to the ground state. The kinetic energy picked up by each

atom in the case of homonuclear collisions is h∆cl/2 where ∆cl is the detuning of the
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‘catalysis’ laser above the atomic resonance between the ground and the excited state

(52S1/2 to 52P3/2 in the case of 87Rb). If h∆cl/2 > U , where U is the trap depth, then

the ‘catalysis’ laser will cause loss of the atoms from the trap. Therefore, by measuring

the trap loss as a function of the ‘catalysis laser’s detuning, the average MOT trap

depth can be determined.

The experimental setup of the ‘catalysis’ laser is presented in section 3.2.4. We used

an f=250 mm lens to focus the CAL laser onto the MOT region. The 1/e radius of

the CAL is around 0.1 mm when traveling to the atoms. The focusing lens is placed

on a translation stage so that we can finely adjust the beam size at the MOT position.

The total power of the CAL is about 200 mW, which gives the intensity 636.6W/cm2.

The frequency of the CAL can be adjusted by the current and the temperature of

the diode. The CAL frequency is on resonance with the pump transition (F = 2 to

F ′ = 3 in the case of 87Rb) when the current is 183 mA and the temperature is 36.8

◦C, and the frequency varies by -1.15 GHz/mA and -20.5 GHz/◦C. The current and the

temperature of the CAL are both controlled by the controller from Vescent (D2-105)

and are programmed by the external analog inputs. We have found that the output

power of the CAL is stable with the current varying from 100 mA to 180 mA and the

diode temperature varied from 15◦C to 40◦C. This provides the detuning range of the

CAL over 600 GHz, which allows us to measure the trap depth as large as 14 K.

The MOT trap depth measurement starts by loading atoms into the 3D MOT from

the 2D MOT with the CAL off. When the MOT reaches its equilibrium position, we

shut down the atom loading by turning off the 2D MOT. At the same time, we turned

on the CAL with a detuning ∆cl with respect to the pump transition. Without the

atom loading, the dynamics of the atoms in a MOT can be expressed as,

dN

dt
= −ΓN − (β + βcl)

∫
n2

MOTdV

dN

dt
= −ΓN − β + βcl

Veff
N2 (6.12)

where N is the atom number in the MOT, Γ is the total one-body loss rate, β is the

two-body loss rate coefficient without the CAL, βcl is the CAL induced two-body loss

rate coefficient through the photoassociation process, and nMOT is the density of the

MOT. Based on the assumption that the MOT is in the constant density regime, one
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can solve Eq. 6.12,

N(t) =
N0 exp (−Γt)

1 + (b+bcl)N0

Γ [1− exp (−Γt)]
. (6.13)

Here N0 is the initial number of atoms in a MOT. b = β/Veff and bcl = βcl/Veff are

the two-body loss rate with and without the CAL respectively. The total two-body loss

rate b + bcl can be extracted by fitting Eq. 6.13 to the MOT decay curve as shown in

figure 6.5. With the detuning of the CAL resonant with photoassociation transition, we

can see a factor of 10 increase in the total two-body loss rate.

Figure 6.5: MOT fluorescence as a function of time. In this plot, the MOT is loaded
for 15 s, then the loading beam is shut off and the CAL laser is turned on. The
decay of the MOT is measured for 10 s. The orange dots represent the decay rate
measurement with the CAL frequency close to the photoassociation transition, while
the blue dots represent the decay rate measurement with the CAL frequency far from
the photoassociation transition. The black lines are the two-body fitting functin. The
fitted two-body rate for orange data set is 1.01 s−1, while the fitted two-body rate for
blue data set is 0.11 s−1.

We then varied the frequency of the CAL and repeated the decay rate measurement

for each frequency of the CAL. An example of the full trap depth measurement is shown

in the inset of figure 6.6. The average trap depth of the MOT can be calculated using
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the x-axis (detuning) of the peak in the plot, U = h∆cl/2.

Next, we measured the trap depth of the MOT at different repump beam sizes while

keeping the pump laser parameters the same so that the ESFs are the same. We chose

three different combinations of pump laser parameters that provide three different ESFs,

fe = 0.381 (detuning 10 MHz, power 80 mW), fe = 0.315 (detuning 12 MHz, power 60

mW), and fe = 0.166 (detuning 16 MHz, power 30 mW). For each ESF, we varied the

repump size from 0.9 cm 1/e radius to the smallest one that can still achieve a stable

MOT on the level of 0.1 cm 1/e radius. The trap depth measurements are shown in

figure 6.6. As we can see, there exists a small window when the trap depths are the

same but the ESFs are different (fe = 0.381, 0.315, 0.166).

Figure 6.6: Excited state fraction of a MOT at different trap depths, controlled by
the repump beam size. The red squares represent the MOT with a ESF 0.381 which
is achieved when the pump power is 80 mW and the detuning is 10 MHz. The green
diamonds represent the ESF of 0.315 with the pump power 60 mW and the detuning 12
MHz. The blue triangles represent the ESF of 0.166 with the pump power 30 mW and
the detuning is 16 MHz. For each ESF, the trap depth of a MOT has been measured at
different repump beam sizes by measuring the photoassociation induced two-body loss
rate as a function of the detuning of the CAL, ∆cl. The corresponding detuning of the
CAL at which the two-body loss rate reaches a maximum can be used to calculate the
trap depth, U = h∆cl/2. The results are shown in the insets.
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6.2.3 Determination of loss rate coefficient of excited state Rb atoms

Now we have successfully realized the situation mentioned in the beginning of this

section: Varying the ESF while keeping the trap depth constant. By measuring the

decay of the MOT at each ESF, one would be able to solve the excited state loss rate

coefficient at a particular trap depth, 〈σloss(U) v〉e, based on Eq. 6.11.

As Eq. 6.12 shown, the two-body collision process in the MOT also generates atom

loss, thus, one needs to isolate the two-body loss rate and the one-body loss rate due

to the background collisions. One way is to fit the MOT decay rate measurement with

the two-body fitting function, as shown in Eq. 6.12. The alternative approach, used

in this work, is to increase the density of background particles so that the one-body

collision loss dominates the loss process. This high one-body collision loss rate prevents

too many atoms from being loaded into a MOT, which further decreases the two-body

collision rate.

As a preliminary study, we decided to measure the excited state loss rate coefficient

between Rb and Ar. We introduced Ar gas into the apparatus and kept the pressure

always above the 8 × 10−9 Torr so that the one-body loss rate can dominate and the

two-body collision loss contributions are negligible. We firstly measured the MOT decay

rate at the 8.2× 10−9 Torr Ar pressure. The extracted one-body decay rate is used as

the baseline, ΓMOT
b , and will be subtracted from the other decay rate measurements at

higher pressures. Then, we increased the Ar pressure to 1.04 × 10−8 Torr, 1.5 × 10−8

Torr, 2.46×10−8 Torr, and 3.41×10−8 Torr sequentially. At each pressure, we measured

the decay rates,ΓMOT
loss , at three different ESFs, fe = 0.381 (detuning 10 MHz, power 80

mW), fe = 0.315 (detuning 12 MHz, power 60 mW), and fe = 0.166 (detuning 16 MHz,

power 30 mW). At each ESF, the repump beam size is carefully adjusted so that they

have the same trap depth at around 2.7 K measured by the ‘catalysis’ method.

Then the actual one-body loss rate due to collisions with Ar is given by,

ΓMOT
Ar = ΓMOT

loss − ΓMOT
b . (6.14)

Similarly, the actual Ar pressure is given by PAr = P − Pb, where Pb is the IG reading

at the base pressure 8.2× 10−9 and P is the IG reading at each test pressure. Since the

IG has been calibrated against the MT based CAPS, we can compute the density of Ar
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gas using nAr = PAr/i
Ar
g . Here, iAr

g is the gauge factor of the IG for Ar gas. The results

of Ar collision induced loss rate, ΓMOT
Ar , as a function of Ar density, nAr, for each ESF

are presented in figure 6.7. The deviations in the decay rates at different ESFs suggest

contributions from the excited state loss rate coefficient since they have the same ground

state loss rate coefficient at the same trap depth.

Figure 6.7: Ar collisions induced loss rate versus the density of Ar gas. The Ar density
is reported by the IG, which is calibrated against the MT based CAPS. Blue circles
represent the MOT at fe = 0.381 (pump light detuning at 10 MHz and power at 80
mW). Orange squares represent the MOT at fe = 0.315 ( pump light detuning at 12
MHz and power at 60 mW), and green triangles represent fe = 0.166 with pumping
detuning at 16 MHz and the power at 30 mW. The trap depth of the MOT at each ESF
is set to be 2.7 K by adjusting the repump beam size. The dashed lines represent the
linear best fit. The slope of each curve is plotted as a function of the ESF and shown in
the inset. In the inset, the dashed line also represents the best linear fit. The extracted
intercept represents the ground state loss rate coefficient, and the sum of the intercept
and the slope gives the result of the excited state loss rate coefficient when the trap
depth is 2.7 K.

The slope of each curve in figure 6.7 is a function of the ESF, thus, the ESF loss rate
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6.2. Proposal of Using a MOT as an Absolute Pressure Standard

coefficient can be obtained by fitting the slopes versus ESF to the following expression,

ΓMOT
Ar

nAr
= 〈σloss(U) v〉 (1− fe) + 〈σloss(U) v〉e fe

= [〈σloss(U) v〉e − 〈σloss(U) v〉]fe + 〈σloss(U) v〉 . (6.15)

Through fitting, we can extract the excited state loss rate coefficient,

〈σloss(U) v〉e, and the ground state loss rate coefficient, 〈σloss(U) v〉, at one trap depth.

The fitting results are shown in the inset of figure 6.7. At 2.7 k depth of the MOT,

the ground state loss rate coefficient is 8.11× 10−16m3/s and the excited state loss rate

coefficient is 11.99 × 10−16m3/s, which is a factor of 1.5 higher than the ground state.

The determined ground state loss rate coefficient through this method agrees with the

results obtained calibrating against the MT based CAPS (7.02(4)× 10−16m3/s) within

15 % uncertainty, as shown in previous section 6.1

One can repeat the measurements at many other different trap depths and charac-

terize the both the ground and excited state loss rate coefficient as a function of the

trap depth. Finally, the determined ground and excited state loss rate coefficients can

be directly plugged in Eq. 6.11 to report the density of test gas species with the MOT

loss rate measurements.

In summary, the procedure of using a MOT as an absolute pressure standard goes

as:

1. One should determine the pump saturation power, Wsat, of the atoms in the MOT

using the G measurements.

2. Measure the loss rate of a MOT at different ESFs but at the same trap depth,

which is achieved by using the repump beam size.

3. The loss rate measurements of a MOT at different ESFs can be plugged in Eq. 6.15

to solve the excited and the ground state loss rate coefficient at a certain trap

depth, U .

4. For a given new MOT in a new vacuum system, one needs to determine the pump

saturation power Wsat and compute the ESF using Eq. 6.4. The trap depth of the

MOT needs to be set to U .

5. Measure the loss rate of the MOT.
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6.2. Proposal of Using a MOT as an Absolute Pressure Standard

6. Given the pre-determined ground and excited state loss rate coefficients at trap

depth, U , one can determine the density of test gas based on Eq. 6.11.

Although using the MOT based pressure standard to measure the loss rate coefficient

requires lots of effort, we believe it is still advantageous. This is because the MOT can

reach much higher depths than other traps, which allows measurements of much higher

pressures by suppressing the loss rate. We also acknowledge that the simplest way of

using the MOT based pressure standard is to use it as the transfer standard after being

calibrated against the MT based pressure standard, as presented in section 6.1.
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Conclusion

In this thesis, we have discussed the developments of the first cold atom-based pressure

standard. Rubidium atom has been used as the sensor atom in this CAPS since Rb

atoms can be confined in a trap with a depth that is a factor of 10 higher than those that

can be realized with Lithium. This larger trap depth range allow us to implement the

self-calibrating method based on the universality of quantum diffractive collisions. We

note that it is advantageous to use Li as the sensor atom for a practical implementation

of a quantum pressure sensor due to its low vapor pressure at the room temperature

and have been demonstrated somewhere else[83, 64].

We have shown the use of a differential pumping tube to separate the Rb source

chamber and the measurement chamber in order to avoid the contamination of the

measurement chamber by Rb atoms. We also added a UHV valve between the source

chamber and the measurement chamber to further maintain the measurement chamber

from Rb atoms contamination. We achieved a UHV environment (< 2× 10−10 Torr) in

the measurement chamber through a high temperature baking. We want to emphasize

again that the valve between the source chamber and the measurement chamber should

be kept closed during the baking process.

In addition, we have shown that using two simple ECDLs to cool and trap 87Rb

atoms. One is used here as the pump laser and the other is used as the repump laser.

We have found the efficient way to stabilize lasers’ frequencies is to lock the pump laser

frequency with a saturated absorption spectroscopy (SAS) locking scheme, and stabilize

the repump laser frequency with an offset locking scheme. The linewidth of these two

lasers can be reduced to a FWHM of ∼ 3 MHz. To achieve enough laser power to the

MOT region, we used the injection locking/amplifying systems to amplify their powers.

We also have found stabilizing the powers of both pump and repump lasers is important

to decreasing the statistical uncertainty in the pressure measurements.
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We also have shown the design of the magnetic coils that provide trapping fields to

the atoms. We chose the quadruple field configuration for both 2-dimensional (2D) and

3-dimensional (3D) MOTs. We measured the axial field gradient of the 3D MOT coil

to be 1.36 G/cm/A. A RF coil is used to set the trap depth of atoms in the MT. Due

to the limited space between the cell and the coil, a single turn RF coil is used here,

which produces the field with a Rabi frequency 0.1MHz and can clear the trap within

0.7 s. We acknowledge that more turns of RF coil can produce a higher Rabi frequency

and a faster clear rate.

In chapter 4, we have demonstrated the realization of the MT-based CAPS. This

standard employs a universal law that describes quantum diffractive collisions mediated

by a long-range van der Waals interaction. Based on quantum scattering calculations

and experimental measurements of the loss rate of trapped 87Rb atoms due to collisions

with different test gases, He, Ar, Xe, H2, N2, and CO2, we determined the universal

function describing quantum diffractive collisions by a single, experimentally measurable

parameter 〈σtotv〉. The universal function for the trap loss rate can be used to deter-

mine thermally averaged total collision cross section, 〈σtotv〉, and ambient gas density

without input from other measurements or theoretical calculations. The pressure mea-

surement accuracy was verified against a NIST-calibrated ionization gauge: For N2,

NIST determined a gauge factor of 0.94± 2.8% compared to 0.950± 2.0% from the new

pressure standard.

Following reference [6], a true primary quantum standard must obey the following

laws: (1) The standard must be based on immutable, universal, and fundamental con-

stants or quantum phenomena, (2) must report an accurate value of the measurement,

and (3) must provide a quantifiable uncertainty fit for purpose. Therefore, the MT-based

CAPS in this thesis fits in the Quantum SI standards paradigm with a zero-length trace-

ability chain [143, 144]. Therefore, we also characterized the upper bound of the total

uncertainty for the 〈σtotv〉 measurements (Rb-N2) of the new standard are estimated

to be 2.2 % in the current implementation. The dominant errors are the statistical

uncertainty in decay rate measurements (< 1.9%) and the systematic uncertainty in the

ensemble heating (< 0.5%) due to background collisions.

In chapter 5, we further reduced the statistical uncertainty and the systematic un-

certainty in the measurements of 〈σtotv〉. To reduce the statistical uncertainty in decay
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rate measurements, we rearranged our data measurements by placing 50 % of the sam-

ple points at the initial time and placing the rest 50 % of the sample points at 1.28τ ,

where τ is the lifetime. This allows us to reduce the statistical uncertainty in decay

rate measurements to a 1.0 % level. Furthermore, we trapped atoms in the F = 2

ground state so that the trap depth range of the atoms can be increased by a factor of

2, which provides a wider range of U/Ud over which to fit the data and performs a more

precise measurement of 〈σtotv〉. This helped reduce the total statistical uncertainty in

〈σtotv〉 down to 0.5 % level. We also carefully considered the ensemble heating effect

while increasing the trap depth of the atoms. We measured the energy distribution

of the ensemble as a function of time in order to account for the collisional heating-

induced energy distribution change. With the improvements in the precision, we have

experimentally measured the 〈σtotv〉 for Rb-Ar. The experimentally determined result,

2.793(8)(25)× 10−15m3/s agrees well with the full quantum scattering computed result

2.82×10−15m3/s, which is calculated based on the L-J formed potential with the depth

quoted from [12]. This method can be generalized to precisely measure the 〈σtotv〉 for

other test gas species.

This MT based CAPS can only be operated in the pressure up to 1.0× 10−8 Torr.

To measure the pressure in the high vacuum (HV) regime (> 1.0×10−7 Torr), the lower

end of operation of SRGs, we utilized atoms trapped in a MOT to perform pressure

measurements (MOT based CAPS). In chapter 6, We demonstrated trap loss from a

MOT can be used as a transfer standard to extend the range of the MT-based CAPS

above > 1.0 × 10−7 Torr, allowing the cold atom standard to be connected, via SRGs,

to the mercury manometer standard. In addition, we also proposed an idea of directly

using a MOT to measure the pressure in the vacuum. At first, we have shown the method

of characterizing the excited state fraction of a MOT using the photon scattering rate

by the trapped atoms. Then we presented the details of measuring the excited state

and the ground state loss rate coefficient, respectively. We have shown controlling the

repumping beam size to vary the trap depth while keeping the excited-state fraction

constant, which is key to this method. As a preliminary study, we have measured the

excited state and the ground state loss rate coefficient for Rb-Ar at the trap depth of

2.7 K. We have found the excited state loss rate coefficient (11.99 × 10−16m3/s) is 1.5

times higher than the ground state loss rate coefficient 8.11 × 10−16m3/s. With the
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information of both the excited state and the ground state loss rate coefficient, one can

directly measure the pressure through the loss rate of a MOT. Future work can include

measuring the excited state loss rate coefficients at different trap depths and examining

if there exists a different universal.
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Future Outlook

We now turn to the future directions of developing the CAPS. We can divide the po-

tential future work into two aspects: (1) complication, which is to further study the

universality of quantum diffractive collisions and explore the limitations of this univer-

sality due to the impact from the short-range interaction, (2) simplification, which is to

simplify the design and the use of CAPS in order to make a quick and accurate pressure

measurement that requires us to build a portable version of the CAPS.

8.1 Complication

Explorations of quantum diffractive collisions

In section 4.1.2, we have shown that 〈σtotv〉 is insensitive to the core potential for a

given collision system by demonstrating the identical 〈σtotv〉 values at three PESs with

radically different depths, ε, defined in Eq. 4.13. This reveals the effect of the thermal

averaging that is averaging the cross section over one or more oscillations removes the

core-dependent effects. Moreover, we also show that the shape of the loss rate versus

trap depth is also independent of the short-range part of the potential at shallow trap

depths. The values on the loss rate curve represent the retaining fraction of atoms after

the collisions. The difference between the curve and the velocity averaged total collision

cross section, 〈σtotv〉, at shallow trap depths indicates the loss due to quantum diffractive

collisions that are insensitive to the short-range part of the potential. Therefore, if we

scale the trap depth with its characteristic energy, Ud (shown as Eq. 4.12), which includes

all the collision system dependent parameters, such as the 〈σtotv〉, the masses of the

collision and the trapped particles, the shape of the function of the loss rate versus the

scaled trap depth would be universal. This has been shown using the full quantum

scattering computations for Rb, Li colliding with He, Ar, and Xe gas species, as shown
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in figure 4.2.

Figure 8.1: A plot of the interaction potential energy as a function of the inter-atomic
distances. The form of the PES is chosen to be L-J form. The inset shows the details
of the plot from inter-atomic 5.0 a0 to 25.0 a0, where a0 is the Bohr radius.

In our previous studies, we chose the depth of the PES no smaller than 50 cm−1.

Given the PES expression in Eq. 4.13, we know the depth, ε = C2
6/4C12, which shows the

ratio of the contribution from the long-range to the short-range. The larger the depth,

the smaller the short-range term compared to the long-range portion of the potential.

Therefore, one question can be immediately raised will the description of the universality

break if the depth of the PES keeps decreasing. In fact, this is a very realistic question

since some of the collision systems have shallower trap depths than 50 cm−1. In table

8.1, we listed the depths of the PES for different collision systems, Li-He [61], Rb-He,

Ne, Ar, Kr, and Xe [12], and the L-J form of the PESs for different collision systems

are shown in figure 8.1. When Rb is the sensor atom, the depths of the Rb-He, Ne PES

are smaller than 50 cm−1. Therefore, we run the full quantum scattering computations

with the long-range coefficients and the depths listed in table 8.1. The results are shown

in 8.2. As one can see, the results of Rb-He, Ne and Li-He do not follow the universal

curve, while other noble gas species follow nicely.
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Collision system C6(Eha
6
0) ε(cm−1) 〈σtotv〉 × 10−15m3/s Q

Li-He[1] 22.535 1.661 1.50 1.65

Rb-He[2] 44.68 1.178 2.19 1.59

Rb-Ne[2] 88.0 5.878 1.72 2.60

Rb-Ar[2] 336.4 38.06 2.82 4.35

Rb-Kr[2] 498.0 60.75 2.64 4.95

Rb-Xe[2] 780.1 102.59 2.77 5.82

Table 8.1: Column 2 and 3 show the long-range coefficients, C6, and the depths, ε, of
the PES for different collision systems, respectively. The values for Li-He are quoted
from ref. [13], while the values for Rb colliding with noble gas species are quoted from
ref. [12]. These coefficients are used to perform full quantum scattering computations to
calculate 〈σtotv〉 are presented in column 4. The Q factors, computed based on Eq. 8.3,
are presented in the last column.

The deviations from the universal curve especially when the mass of the collision

partner is light suggest that the short-range interaction even affects the quantum diffrac-

tive collisions. This is understandable since the lighter mass means higher kinetic energy

at room temperature, which results in probing the core potential easier than the heavy

particle. Also, the shallower the depth means the higher short-range part, which further

helps the particle experience the core potential. We can define the ratio of the long-range

part to the short-range part as a quantity to determine the relative contributions from

the short-range potential. The J-B approximation provides an appropriate expression

to calculate the phase shifts from either the long-range or the short-range, as shown

in Eq. 2.49, since the scattered field is small compared to the incident field. For the

long-range contribution, we can take s = 6, while for the short-range contribution, we

can take s = 12. Then we can calculate the total collision cross section by plugging in

the phase shifts for both long-range and short-range part,

σC6(vp) ≈ 8.0827
[ C6

h̄vp

] 2
5

(8.1)

σC12(vp) ≈ 6.5839
[C12

h̄vp

] 2
11
. (8.2)

Here vp is the most probable velocity of the background particles, σC6(vp) and σC12(vp)

indicate the total collision cross section resulted by the long-range and the short-range
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Figure 8.2: Velocity averaged collision loss cross sections versus trap depth for Rb-He
(green circles), Ne (black stars), Ar (red diamonds), Kr (yellow right triangles), and Xe
(blue up triangles), and Li-He (purple squares). In (b) these loss rate coefficients are
normalized by their value at U = 0 and plotted versus the scaled trap depth. Rb-He,
Ne and Li-He results do not collapse to the universal curve, while other results follow
the universal curve (grey dashed line) nicely.

part of the potential, respectively. Therefore, we can define the Q quantity as

Q =
σC6(vp)

σC12(vp)
= 1.212(h̄2kBT )−

6
55
[
ε10C2

6m
6
] 1

55 , (8.3)

where m is the mass of the collision partner, no mass of the trapped atom is involved.

To check if Q factor is a sensitive measure for predicting deviations from the universal
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curve, we compute the deviations (measured as the average orthogonal distance from

the universal curve) for different collision systems. Finally, the deviation as a function

of Q factor is plotted in figure 8.3. As we can see it nicely predicts when the collision

system will not follow the universal curve due to the large contributions from the short-

range part of the potential. When the Q factor is smaller than 3.2, one should expect

the fall off from the universal curve.

Figure 8.3: Averaged deviations from the universal curve as a function of the Q value.
The results are nicely classified into two islands. When the value of Q is larger than
3.2, it shows that it will follow the universal curve. Otherwise, it will deviate from the
universal curve.

More theoretical computations should be done to further support the prediction

of the Q factor. However, the Q factor does not capture the sign of the deviations,

namely whether the result is above (Rb-Ne) or below (Li-He, Rb-He) the universal

curve. The role of the short-range interaction needs to be studied more carefully. Also,

the results of Li-He and Rb-He overlap well which seems to suggest that there might

exist a universality behavior determined by short-range interaction.
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8.2 Simplification

Portable CAPS

Another direction of this quantum sensing project is to simplify the operation of the

pressure measurement, which will be beneficial to practical use. To achieve this goal,

we are building a portable version of the CAPS. The vacuum chamber consists of a 2D

MOT and a 3D MOT section, similar to the design of the apparatus in this thesis. A

schematic of the vacuum chamber is shown in figure 8.4 (a). The whole vacuum chamber

will be placed on a 18× 30 inches platform with essential optics, and the magnetic coils

surrounded, as shown in figure 8.4 (b).

The design of the laser system in this portable CAPS is different from the one

introduced in this thesis. In this portable version, we use the SAS locking method to

frequency stabilize a reference laser. The pump laser is offset locked to this reference

laser. Then, we used an EOM to generate the repump light, which helped achieve a

perfect overlap between the pump and the repump light. The design of the coil system

and the control system is similar to the ones introduced in this thesis. Eventually, the

whole system will be integrated into a refrigerator-sized rack (60 inches tall × 25 inches

wide × 36 inches deep ) so that it can be shipped to elsewhere in the world. The

schematic of the whole system is shown in figure 8.4 (c).

The hope of this portable CAPS will be robust and easy to be operated. With the

prior knowledge about the 〈σtotv〉 determined with the standard in this thesis, one can

simply perform the pressure measurements by measuring the decay rate of atoms using

this portable CAPS. Next, this portable CAPS will be connected to the permanent

CAPS in the lab to perform side-by-side pressure measurements to demonstrate the

uniformity of the CAPS. In the future, this portable CAPS will be shipped to NIST to

compare with its orifice flow pressure standard and a CAPS using Li as sensor atom

[83].
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Figure 8.4: A schematic of the portable CAPS. Panel (a) shows the vacuum chamber
design of the portable CAPS. A set of magnetic coils and optics are put around the
chamber on a 18 × 30 inches platform as demonstrated in panel (b). Then the whole
platform, the laser controllers, the control system, and the power supply will be put
together in a rack (60 inches tall × 25 inches wide × 36 inches deep), shown in (c).
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Appendix A

Motorized Iris Calibration

In this section, we present the calibration data of the motorized iris (MI). As introduced

in section 6.2.2, we used the repump beam size to control the trap depth of the MOT.

Therefore, we required that the repump beam size are reproducible and can be adjusted

easily. Here, we used a motorized iris (8MID30-2.5-H) from Standa company, which can

be controlled remotely through a PC. A picture of the MI is shown in figure A.1.

Figure A.1: A picture of the motorized iris. A one inch mirror is placed on the right to
show a size comparison.

Before implementing this MI into the experiment, we calibrated the set diameter as

a function of the set steps. To measure the set radius of the MI, we used the knife edge

power measurement. A power of W0 ≈ 100 mw parallel laser beam with a 1/e waist 6.8

mm hit the center of the MI. We know with a beam centered on an aperture, the power
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Appendix A. Motorized Iris Calibration

W passing through a circle of radius r in the transverse plane at position z is,

W (r, z)

W0
=
[
1− e−

2r2

ω2(z)

]
. (A.1)

Here, ω is the laser beam waist at the position z,

ω(z) = ω0

√
1 + (z/zR)2, (A.2)

where zR ≈ 186 m is the Rayleigh length of the laser beam. The power meter is 67

mm away from the MI, so z = 67 mm. r in Eq.A.1 is the radius of the MI and can be

expressed as,

r =
(steps/α+ Dmin)

2.0
. (A.3)

Through measuring the power at the position, z = 67 mm, as a function of the

MI steps, one can extract the two unknown parameters, α, the radius to step convert

factor and Dmin, the minimum diameter of the MI. We repeated the calibrations for

three times. Figure A.2 (a) shows the power measurement as a function of the steps

and the converted radius versus the steps are shown in Figure A.2 (b). The uncertainty

in setting the aperture radius is around 3%. Finally, three different calbration results

are summarized in table A.1. We have also found the set radius are more reproducible

if the steps of the MI are varied from large to small, which is due to the mechanical

design.

Parameters 1 2 3 Factory

α (steps/mm) 80.7 81.8 79.7 75
Drmmin (mm) 2.7 2.7 2.6 2.5

Table A.1: The calibration results of the MI at three different times. The last column
shows the factory data.
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Appendix A. Motorized Iris Calibration

Figure A.2: Panel (a) shows the transmitted power as a function of the set steps of the
MI. Different steps corresponding to different radius set by the MI. The measurements
have been repeated three times (blue, green, and orange dots). The
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Appendix B

Quantum Scattering Calculation

In this section, we provide the details of the quantum scattering calculations of the

differential scattering cross sections, the total collision cross sections and 〈σloss v〉. The

scattering event at a given collision energy is described by the T -matrix. We compute

the T -matrices by solving the Schrödinger equation using the time-independent coupled

channel (CC) approach and the total angular representation of Arthurs and Dalgarno

[122]. The method is well described elsewhere [123]. Here, we only provide details

pertinent to the calculations in the present work.

Within the CC approach, the Schrödinger equation is reduced to a set of coupled

differential equations:

[
d2

dR2
− k2

α +
l(l + 1)

R2

]
F Jα,l;αl(R) =

∑
α′

∑
l′

UJα,l;α′l′F
J
α,l;α′l′(R), (B.1)

where R is the separation between the centers of mass of the colliding particles, kα

represents the wave number of channel α, l is the orbital angular momentum for the

rotation of the collision complex, J is the total angular momentum of the colliding

particles and the matrix elements UJα,l;α′,l′ are parametrized by the interaction potential

of the colliding particles. We integrate these equations by means of the log-derivative

[87] and Numerov integration methods. Eq. B.1 are solved subject to the scattering

boundary conditions and the elements Tαl,α′l′ of the T matrix are extracted from the

asymptotic solutions at large R [122, 123].

For atom - molecule scattering, we treat the molecule as a rigid rotor with rotational

angular momentum j. In this case, α = j. The differential scattering cross sections for

elastic (j′ = j) and inelastic (j′ 6= j) collisions are computed from the T -matrix elements
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as follows:

dσj,j′

dΩ
=

(−1)j
′−j

4(2j + 1)k2
j

∞∑
λ=0

AλPλ(cos θ), (B.2)

where θ is the scattering angle, Pλ is a Legendre polynomial of order λ, and the coeffi-

cients Aλ are given as

Aλ =
∞∑
J1

∞∑
J2

J1+j∑
l1=|J1−j|

J2+j∑
l2=|J2−j|

J1+j′∑
l′1=|J1−j′|

J2+j′∑
l′2=|J2−j′|

Z(l1J1l2J2; jλ)× Z(l′1J1l
′
2J2; j′λ)T J1∗

j′l′1;jl1
T J2

j′l′2;jl2
, (B.3)

with

Z(abcd; ef) = (−1)
1
2

(f−a+c) [(2a+ 1)(2b+ 1)(2c+ 1)(2d+ 1)]1/2

〈a0, c0|f0〉W (abcd; ef), (B.4)

where 〈a0, c0|f0〉 is the Clebsch-Gordan coefficient and W (abcd; ef) is the Racah W-

coefficient [145].

The total cross section is computed from the differential cross sections by first inte-

grating over the scattering angle and then summing over all final states of the collision

products. To calculate the total collision rates, the energy dependence of the total col-

lision cross sections is integrated over the Maxwell-Bolztmann distribution of collision

velocities.

The potential energy surface (PES) for atom - rigid rotor interactions is a two

dimensional function of R and the Jacobi angle χ between the vector specifying the

direction of the interatomic axis of the molecule and the vector joining the centers of

mass of the colliding particles. We report calculations with three atom - molecule PESs.

Our starting point is a PES that is represented as a Legendre expansion

V (R,χ) =
6∑
s=0

Vs(R)Ps(cosχ). (B.5)

The expansions coefficient Vs>0 describe the anisotropy of the interaction potential

giving rise to inelastic scattering, while the coefficient Vs=0 is primarily responsible for
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elastic scattering. Each of the coefficients Vs is represented by the proper (as permitted

by symmetry) long-range expansion

Vs(R→∞) =
∑
n

Cn,s
Rn

(B.6)

at large values of R. In particular, the isotropic term Vs=0 is represented at long range

as

Vs(R→∞) = −C6,0

R6
− C8,0

R8
− C10,0

R10
, (B.7)

with C6,0 chosen to be 350 a.u. characteristic of the long-range interaction between Rb

atoms and N2 molecules. These long-range forms are smoothly joined with a short-range

repulsive interaction giving the global PES. The coefficients Vs for the starting PES are

chosen to generate a global potential that has a minimum of ≈ 235 cm−1 at R = 7.86

a.u. These parameters are characteristic of van der Waals interactions of closed-shell

molecules with alkali metal atoms. We denote this potential surface as PES-I. A cut of

this PES is shown by the black line in the inset of figure 4.2 (a) in the main text.

The other PESs (hereafter denoted as PES-II and PES-III) are generated from PES-I

by multiplying each of the coefficients Vs by the following function:

f(R) =
ae2R + b

ae2R
(B.8)

with the coefficients a and b chosen such that f(R) = 1 when R > 12 a.u. for PES-II

and when R > 14.2 a.u. for PES-III. The cross sections of PES-II and PES-III are

shown in the inset of FIG. 1(a) of the main text. At R = 5 a.u., PES-II is magnified by

a factor of 102.7 and PES-III by a factor of 10058.3.

For the atom - atom scattering calculations, we approximate the interaction poten-

tials as

V (R) = 4ε
[
(R0/R)12 − (R0/R)6

]
=
[
C12/R

12 − C6/R
6
]

(B.9)

where the values of the C6 coefficients have been chosen to represent the long-range

interactions of the Rb-He, Rb-Ar, Rb-Xe, Li-He, Li-Ar, and Li-Xe systems. The values
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of the C6 coefficients were borrowed from the literature [9]. The parameter C12 was

chosen to ensure a particular value of the energy at the potential energy minimum, as

described in the main text.

For atom - atom scattering calculations, j = 0 and J = L. This reduces Eq. B.1 to

a single differential equation and greatly simplifies Eq. B.2. Eq. B.2 with j′ = j = 0,

J1 = l1 = l′1 and J2 = l2 = l′2 produces the differential scattering cross section σ(v, θ) for

given collision velocity v and scattering angle θ. This cross section is used to compute

the loss cross section σloss(k, U) for each trap depth, U . Since the trap loss condition is

U ≥ (1− cos θ)µ2v2/mt, σloss(k, U) can be expressed in terms of θ as

σloss(k = µv/h̄, U) =

∫ π

θmin

σloss(v, θ) sin θ dθ. (B.10)

This cross section is then integrated over the Maxwell-Boltzmann distribution of collision

velocities, to yield

〈σloss(U) v〉 =

∫ ∞
0

4πv3 · σloss(v, U) · ρ(v) dv (B.11)

The rates 〈σloss v〉 were computed over trap depths ranging from 0 mK to 15 mK. A

data set of 〈σloss v〉 /〈σtotv〉 versus U/Ud was constructed for each collision pair and

all six data sets combined and fit to equation C.6 by a sixth order polynomial. The

results are shown in the first line of Table 2 in the main text of the paper. Over the

trap depths investigated in this work, the deviations between the full QS calculations

and equation C.6 are less than 0.1%, well below the experimental uncertainty of ≈ 1%.

Thus the systematic deviations produced by the differences in the interactions between

different collision partners are small out to the trap depths investigated, supporting the

claim that the expression in Eq. 4.10 of the main text universally describes the collision

loss rate.
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Analytical Derivation of the

Universal Form

In this section, I will provide the derivations of the analytical predictions of the universal

coefficients. Let’s start with the Eq. 4.7. To perform these integrations with the phase

shift, shown in Eq. 4.8, leads to,

〈σloss v〉 ≈ 〈σtotv〉 − α1

(
m1U

h̄2

)
+ α2

(
m1U

h̄2

)2

+ · · · (C.1)

where,

α1 =
0.0554929〈σtotv〉2

vp
[1− ε1] = γ1

〈σtotv〉2

vp
(C.2)

α2 =
0.004315〈σtotv〉3

v2
p

[1− ε2] = γ2
〈σtotv〉3

v2
p

(C.3)

Here,

ε1 =

(
〈σtotv〉0
〈σtotv〉

)2
0.2158

v
4
5
p

(
h̄

µ

)(
h̄

C6

) 1
5

− 0.02795

v
8
5
p

(
h̄

µ

)2( h̄

C6

) 2
5


(C.4)

and

ε2 =

(
〈σtotv〉0
〈σtotv〉

)3
0.6827

v
4
5
p

(
h̄

µ

)(
h̄

C6

) 1
5

+
0.3356

v
8
5
p

(
h̄

µ

)2( h̄

C6

) 2
5

−0.7891

v
12
5

p

(
h̄

µ

)3( h̄

C6

) 3
5

 (C.5)
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Combining these equations illustrates the emergence of the quasi

-universal behaviour,

〈σloss v〉 = 〈σtotv〉
[
1− 4πγ1

(
m1〈σtotv〉/vp

4πh̄2

)
U

+ (4π)2γ2

(
m1〈σtotv〉/vp

4πh̄2

)2

U2 + · · ·

]

= 〈σtotv〉

[
1− 4πγ1

(
U

Ud

)
+ (4π)2γ2

(
U

Ud

)2

+ · · ·

]

= 〈σtotv〉

[
1− β1

(
U

Ud

)
+ β2

(
U

Ud

)2

− · · ·

]
= 〈σtotv〉 (1− pQDU6) . (C.6)

In Eq. C.6, the quantum diffractive energy has been defined as [10],

Ud =
4πh̄2

m1〈σtotv〉/vp
. (C.7)

The universality of the coefficients in Eq. C.6 is disrupted by the εi terms, defined

in Eqs. C.4 and C.5 for i = 1, 2. These terms introduce a dependence on the room-

temperature collision partner through the most probable velocity, 1/v
n/5
p , terms. For

lighter collision partners, these become more significant. Further, there are (1/C6)n/5×

(1/µ)n terms which introduce some dependence on the trapped atom mass and the long-

range van der Waals coefficient. For lower reduced masses and smaller C6 coefficients,

these corrections are more significant.

The qualitative nature of these and previous analytical predictions is demonstrated

by the values of the coefficients, βj , that are predicted. Table C.1 compares the pre-

dictions from the full quantum scattering computations (used in our data analysis) to

those derived from [14] and derived in this Appendix. It is clear that the lowest order

approximations ([14]) are further from the full computational results than the values

determined in this Appendix, which use the next order approximation for expanding

the Legendre polynomials. It must be emphasized that these analytical calculations are

only a qualitative guide to the expected behavior of the universal function, pQDU6.
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β1 β2

Full Numerical Computation 0.673 -0.477

Ref. [14] Values 0.764 -0.791

This Appendix

Rb-He 0.693 -0.669
ε1 = 0.00597 ε2 = 0.0188

Rb-Ar 0.696 -0.679
ε1 = 0.00145 ε2 = 0.00460

Rb-Xe 0.697 -0.680
ε1 = 0.00104 ε2 = 0.00328

Li-He 0.690 -0.660
ε1 = 0.0104 ε2 = 0.0325

Li-Ar 0.692 -0.664
ε1 = 0.00817 ε2 = 0.0256

Li-Xe 0.690 -0.661
ε1 = 0.0099 ε2 = 0.0309

Table C.1: The coefficients β1 and β2 from the full quantum scattering computations
averaged over 6 species (see text), based on the analytical expression for the small angle
scattering amplitude from Ref. [14] (which predicts that all collision partners will have
the same coefficients), and based on the analytical expressions used in this Appendix.
The variation arising from the different C6 and masses of the collision partners from
this analysis is shown for the different species listed.

Generalization to V (R) = −Cn/Rn Long-Range Potentials

The above methods can be generalized to other forms of long range potential, in partic-

ular to V (R) = −Cn/Rn for n = 3, 4, 5, etc. To begin, one generalizes the approximate

angular momentum dependent phase shift,

δ
(n)
L =

(
µ Cn k

n−2

h̄2 Ln−1

)(√
π Γ(n−1

2 )

2Γ(n2 )

)

=

(
µ Cn k

n−2

h̄2 Ln−1

)
ξ(n) (C.8)

Table C.2 provides the values for the ξ(n) function for various values of n.
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The corresponding cross sections are,

σ(k, n) =
2π

k2

[
(2a(n))

2
n−1 cos

(
π

n− 1

)
Γ

(
n− 3

n− 1

)
+ (2a(n))

1
n−1 cos

(
π

2(n− 1)

)
Γ

(
n− 2

n− 1

)]
= 2π

[(
2ξ(n)

Cn
h̄v

) 2
n−1

cos

(
π

n− 1

)
Γ

(
n− 3

n− 1

)

+

(
h̄

µv

)(
2ξ(n)

Cn
h̄v

) 1
n−1

cos

(
π

2(n− 1)

)
Γ

(
n− 2

n− 1

)]

= c(n)

(
Cn
h̄v

) 2
n−1

+ d(n)

(
h̄

µv

)(
Cn
h̄v

) 1
n−1

(C.9)

which are valid for n > 3. The expressions are listed below in Table C.2.

The velocity averaged total elastic collision cross sections are,

〈σtot(n) v〉 =
2√
π

[
c(n)v

n−3
n−1
p Γ

(
2n− 3

n− 1

)(
Cn
h̄

) 2
n−1

+ d(n)
1

v
1

n−1
p

(
h̄

µ

)
Γ

(
3n− 4

2(n− 1)

)(
Cn
h̄

) 1
n−1


= 〈σtot(n) v〉0

1 +
d(n)

c(n)

1

v
n−2
n−1
p

Γ
(

3n−4
2(n−1)

)
Γ
(

2n−3
n−1

) ( h̄
µ

)(
h̄

Cn

) 1
n−1


(C.10)

with the expressions summarized in column 3 of Table C.2. One observes that for all

forms V (R) = −Cn/Rn, the description for 〈σtot(n) v〉 follows the format described

above for n = 6. Similarly, the descripton for 〈σloss v〉 provided in Equation C.6 also

applies to these long range potentials, with unique values for the expansion coefficients,

β
(n)
j .

n 3 4 5 6 8 10

ξ(n) 1 π
4

2
3

3π
16

5π
32

35π
256

c(n) - 10.0823 8.8352 8.0828 7.1703 6.6126

d(n) - 8.0648 7.5347 7.1889 6.7486 6.4693

Table C.2: The values of ξ(n), c(n), and d(n) as a function of n for potentials of the
form, V (R) = −Cn/Rn.
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Scattering Angle

In this appendix, I will derive the relationship between the scattering angle and the

transferred energy. In our two-body system, the trapped particle 1 has a mass, m1, and

the collision partner has a mass, m2 as illustrated in figure 1.3. Before the collision, the

trapped atom and the collision partner have the velocity −→v1 and velocity −→v2 separately.

After the collision, their velocities are changed to −→v1
′ and −→v2

′. Now, if we consider the

system in the center of the mass (COM) frame, we can define the pre-collision relative

velocity as −→vr = −→v1 −−→v2 and the post-collision relative velocity as −→vr ′ = −→v1
′−−→v2

′. Also,

the coordinate of COM is defined as,

−→
R =

m1
−→r1 +m2

−→r2

M
, (D.1)

and the velocity of COM is,

−→vC =
m1
−→v1 +m2

−→v2

M
. (D.2)

Following Eq. D.2 and the expression of −→vr , we can write the velocities in the lab

frame, −→v1 and −→v2 in terms of the quantities defined in COM,

−→v1 = −→vC +
µ

m1

−→vr (D.3)

−→v2 = −→vC −
µ

m2

−→vr . (D.4)

Here, we define µ = m1m2
m1+m2

as the reduced mass, and thus, the relative momentum can

be expressed as −→pr = µ−→vr . Due to the conservation of the momentum, −→p1 +−→p2 = −→p1
′+−→p2

′,
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we have

m1
−→v1 +m2

−→v2 = m1
−→v1
′ +m2

−→v2
′

M−→vC = M−→vC ′. (D.5)

We can see that the velocity of COM is unchanged, −→vC = −→vC ′. Based on Eq. D.5, we

can also have −→p1 −−→p1
′ = −→p2

′ −−→p2.

Given only the elastic collisions are taken into account, the energy is also conserved

so that we have |−→vr | = |−→vr ′|. Based on the expression of the relative momentum, we

can find that the change of the relative momentum equals to the change of the trapped

atom’s momentum and the change of the collision atom’s momentum,

−→pr −−→pr ′ = µ(−→vr −−→vr ′) (D.6)

=
m1m2

m1 +m2
(−→v1 −−→v2 −−→v1

′ +−→v2
′) (D.7)

= −→p1 −−→p1
′ = −→p2

′ −−→p2. (D.8)

Figure D.1: Newton diagram

These equations allow us to draw the Newton diagram, as shown in figure D.1. Based
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on the Newton diagram, we can further write Eq. D.8 into

−→pr −−→pr ′ = −→p1 −−→p1
′ (D.9)

µ2|−→vr −−→vr ′|2 = m2
1|−→v1 −−→v1

′|2 (D.10)

2µ2|−→vr |2(1− cos θ) = m2
1|−→v1 −−→v1

′|2 (D.11)

1− cos θ =
m2

1|
−→v1 −−→v1

′|2

2µ2|−→vr |2
. (D.12)

If the initial velocity of the trapped atom is zero, then we can define the transfer

energy to the trapped atom as, ∆E = |−→v1
′|2/2m1. Therefore, the relationship between

the scattering angle and the transfer energy can be expressed as,

cos θ = 1− m1∆E

µ2|−→vr |2
. (D.13)
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